Classification Of Butterfly Species Based On Venasi Using Support Vector Machine
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Abstract

Butterfly is one of the most frequent object in lab activities of taxonomic courses with venation as a key feature of classification. This research is conducted to see whether this key feature of insect classification can be utilized to classify the type of butterfly with image of venation computationally. Classification process begins with the preprocessing and features extraction, then proceed with data sharing as much as K. Finally the training and testing are conducted using Linear and Non Linear SVM models. Features utilized on this research is a vector with the standard deviation as element of vector as much as quadsplit cutting. 120 schemes were tested for each value of K where K = 2,3 and 5. The highest accuracy attained where K = 2 is 97.05% for Linear SVM and 94.41% for Non-Linear SVM, where K = 5 is 97.64% for Linear SVM and 96.76% for Non-Linear SVM. Lastly, when K = 10 is 97.94% for Linear SVM and 97.94% for Non-Linear SVM. We found that Linear SVM accuracy value remained stable at 1024 cutting image, and accuracy value decreases on Non Linear SVM. Also, The high value of the dimensions of the features can eliminate the non linear nature when is mapped to the kernel.
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1. Introduction

Classification can be said as a way to classify an object into a group that has been defined by the similarity of the characteristics of the object to be grouped with the characteristics of objects in a group[1]. In the activity of classification of species of insects in the field of Biology, venation becomes the key classification that can be used to distinguish the type of insect[2]. Butterflies are often becomes the object of classification since that the butterfly is an insect which is large enough and easily found in the environment. One of the most commonly used species of butterflies is the butterfly of the Papilionidae family. The selection of butterflies coming from the Papilionidae family is mainly because that the butterfly of this family has wide enough wingspan with minimum level of brittleness. This eases the respective laboratory student to remove the outer layer of the wings to make transparent so that the venation becomes visible.

With the fact that the venation is a regarded as a key features in the butterfly species classification, especially in the field of biology. The author inspired to utilized this venation as a main visual features to perform classification computationally. With this, it can be tested whether venation of the butterfly, can be used as the main visual features on the classification of butterflies. By utilizing the machine learning of subfield of computer science. The example of butterfly wing venation image is shown in Figure 1.

Fig. 1: Venation of butterfly wings
According Syafruddin[3] and Manimekalai[4], SVM classification algorithm is quite often used in classification of biological data, this is because SVM has the ability to generalize and avoid the occurrence of curse of dimensionality caused by biological data is usually very limited. This is evidenced in a study conducted by Vapnik[5] where the level of generalization obtained by SVM is not influenced by the dimensions of the input vector. This is the reason why SVM is one of the best methods to be used in solving high-dimensional problems with limited sample data.

Linear SVM and Non Linear SVM use the RBF kernel selected as a classification method. Nonlinear SVM uses the selected RBF kernel because according to Ketut[6], the RBF kernel is very appropriate to use if the data mapping is not known. Meanwhile, according to Hsu[7], Linear SVM accuracy level can be comparable or better with Non Linear SVM using RFB kernel if cross validation test is elaborated.

2. Research Methods

The classification process begins with the data collection, with the feature extraction up to classification using the SVM method process will be conducted afterwards.

The data in this study is the image of the butterfly wings obtained in Bantimurung National Park, Makassar. The data specifications used are as follows:
1. Image format are .jpg .bmp .png
2. The position of the butterfly image is erect. Not tilted or flat.
3. Image retrieval can be done on the back or at the bottom of the wing.
4. ROI determination is done manually. Image ROI is the right wing.
5. In determining ROI, the empty space around the wings are minimized as small as possible.
6. Image data entered into the system already in the form of the right wing of the butterfly.
7. The butterfly wings must be intact, or in other words no missing pieces of venation.

The name of the butterfly species examined in this his study are shown in Table 1 below.

<table>
<thead>
<tr>
<th>Class</th>
<th>Name Species</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Papilio Polytes</td>
</tr>
<tr>
<td>1</td>
<td>Troides Halipron</td>
</tr>
<tr>
<td>2</td>
<td>Graphium Androcles</td>
</tr>
<tr>
<td>3</td>
<td>Papilio Bluemei</td>
</tr>
<tr>
<td>4</td>
<td>Papilio Perantus</td>
</tr>
<tr>
<td>5</td>
<td>Graphium Agomaninon</td>
</tr>
<tr>
<td>6</td>
<td>Lamptropus Meges</td>
</tr>
<tr>
<td>7</td>
<td>Troides Hypolitus</td>
</tr>
<tr>
<td>8</td>
<td>Pachlopta Polyphonentes</td>
</tr>
<tr>
<td>9</td>
<td>Graphium Milon</td>
</tr>
<tr>
<td>10</td>
<td>Graphium Meyeri</td>
</tr>
<tr>
<td>11</td>
<td>Graphium Deucdlion</td>
</tr>
<tr>
<td>12</td>
<td>Papilio Gigon</td>
</tr>
<tr>
<td>13</td>
<td>Troides Helena</td>
</tr>
<tr>
<td>14</td>
<td>Papilio Sataspes</td>
</tr>
<tr>
<td>15</td>
<td>Papilio Ascalapus</td>
</tr>
<tr>
<td>16</td>
<td>Chilasa Veiovis</td>
</tr>
</tbody>
</table>

3. Data Preprocessing

Image preprocessing is conducted to produce a good image in the process of feature contraction. In this stage, RGB image conversion is conducted to reduce the image channel to one (grayscale), next the normalization of light intensity with pixel operation followed with the noise removal using median filter. Data preprocessing stage is as follows:
1. Image channel conversion to simplify RGB image attributes from 3 channel or dimension (Red, Green, Blue) into one (Grayscale). This to make the process feature contractions easier.
2. The image is resized to have the same dimensions to speed up the computing process. This process is done by calculating the entire pixel value of the input data and retrieving the average value of its dimensions as a model. The image of this model will be the reference in the process of resizing on all input images.
3. Normalization of light intensity to get the image with the ideal light intensity.
4. Noise reduction by using median filter. This method is used to remove the salt-papper type noise, ie, disturbances in the image of small dots[8]. The window size is modified in such a way that the number of pixels in the window is odd. When the number of pixels is even, the median value should be taken an average of two pixels in the middle.

4. Feature Extraction

In this process, the image will be pixeled into the vector as a feature with the following stages:
1. Line detection by the Canny method. The image are filtered with a Gaussian filter. Which uses a simple matrix smaller than the image size. Then the line edge are detected by the determination of the direction of the line. The image then goes into the hysteresis process to get the binary image using the otsu method. The result of this process is a binary image with a black background and white venation line[8].
2. Cutting the image into blocks by using quadsplit cutting model. The concept of this quadsplit is to cut the image into several blocks
3. Calculating the standard deviation value (σ) of each cutting block. This standard deviation value is the feature in which a vector (V) feature is formed using equation (1).

\[ V = (\sigma_1, \sigma_2, \sigma_3, ..., \sigma_n) \]

With \( \sigma_n \) denoting the default value of the \( n \)th deviation, where \( n \) is the number of cutting blocks in the previous stage, whereas \( M \times n \) denotes the number of pixels of an image. Thus, a vector will have \( N \) elements as much as the number of deductions as the \( x \) value, which pairs up with the class label as the \( y \) value. The vector formed can be written in equation (2):

\[ x_m = (x_1, x_2, ..., x_n, y_i) \]

where,

- \( x_i \): Training data
- \( n \): many cutting blocks
- \( y_i \): Class label (i: -1, +1)
- \( m \): 1,2,3,... amount of training data

This resulted to more cuts equated to the higher the data dimension of the training. The example of the vector with the number of cuts four shown in equation (3) below:

\[ x_m = (x_1, x_2, x_3, x_4, y_i) \]

5. Classification with SVM

Classification was performed using two SVM algorithms: Linear SVM and Non Linear SVM. In this stage, the data is divided into two, namely the training data and test data. The first step is to do the training, the training is done to form the hyperplane model and get the required parameter value[9] which is then followed by the test using the test data. On this stage, we used available LibSVM Library.

6. Result And Discussion

The test scheme is a scenario in testing to see which process plays a major role on the accuracy level. The testing process is done by the cross validation scheme with 120 test schemes in each value \( k \). The \( k \) values used are \( k = 2 \), \( k = 5 \) and \( k = 10 \). Later from each scheme, the accuracy results will be analyzed. The scheme is divided into four sections. Each section has its own process sequence. Table 2 shows the scheme used.

<table>
<thead>
<tr>
<th>No Schemes</th>
<th>Process Sequences</th>
<th>Processes in trial</th>
<th>Many experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>o Image Conversion o Resize o Canny edge detection o Quadsplit Cutting o Classification with SVM</td>
<td>• Cutting level 1 - 5 • Linear and Non Linear SVM</td>
<td>10 experiments</td>
</tr>
<tr>
<td>2</td>
<td>o Image Conversion o Resize o Normalization o Canny edge detection o Quad Split Cutting o Classification with SVM</td>
<td>• Normalization • Cutting level 1 - 5 • Linear and Non Linear SVM</td>
<td>10 experiments</td>
</tr>
<tr>
<td>3</td>
<td>o Image Conversion o Resize o Median Filter o Quadsplit Cutting o Classification with SVM</td>
<td>• Median filter with window 1 - 5 • Cutting level 1-5 • Linear and Non Linear SVM</td>
<td>50 experiments</td>
</tr>
<tr>
<td>4</td>
<td>o Image Conversion o Resize o Normalization o Median Filter o Quadsplit Cutting o Classification with SVM</td>
<td>• Normalization • Median filter with window 1 - 5 • Cutting level 1-5 • Linear and Non Linear SVM</td>
<td>50 experiments</td>
</tr>
<tr>
<td>Total scheme</td>
<td></td>
<td></td>
<td>120 experiments</td>
</tr>
</tbody>
</table>

From the entire testing processes, we obtained the results with various accuracy values. The highest accuracy values of each scheme are shown in Table 3 and table 4.
From the experiments conducted, we found conclusive some results:

a. The smaller the Gamma value, the higher the level of accuracy gained when classifying the Non Linear SVM using the RBF kernel. However it should still be adjusted to the value of parameter C.

b. For Linear SVM, the combination of the best parameter values is C = 0.1 and the parameter value Gamma = 1. With the highest accuracy value of 97.94%.

c. For Non Linear SVM, the combination of the best parameter values is C = 62.5 x 10^6 and the parameter value Gamma = 1 x 10^-5. With the highest accuracy value 97.94%.

When the image region cutting are proceed as much as 1024 sub-images, the performance of Non-linear SVM decreases. This impairment of accuracy occurs in all test schemes and for all K values. This proves that no other process affects impairment accuracy other than the cutting process, with the image entered in accordance with the provisions.

From the result, we observed that this cutting process is importnat since that the standard deviation value formed from the cutting result has a value that is not unique for each image data. The standard deviation value produces many support vectors of equal value. This results in the number of slack variables that can decrease the accuracy value because SVM Non Linear with RBF kernel must combine parameter value C with Gamma parameter. The greater the parameter value of C, the number of data that gets penalty will be greater as well.

Also considering the effect of σ on the parameter Gamma which must be adjusted carefully. That if it is too large, especially on the process of mapping the data into the higher dimension, will resulted to tendenciton away from its non-linear form. In other hand, if it is too small, the function will be irregular. This is in accordance with the one mentioned by Hsu [7] where the ability of the RBF kernel will decrease if the size of the data is much smaller (less) than the large feature.

From the whole experiment, the process of determining ROI, resizing process, and cutting process is a very influential process on the level of accuracy. Errors in classification are largely influenced by the three processes. Here are some factors that can make the accuracy value decrease based on our finding on the test results:

1. Determination of ROI is diverse.
2. Enter data has an invisible noise.
3. Improper image selection of the normalization model.
4. The input image has a dimension too high with a small amount of data.

7. Conclusion

From the research that has been done, we obtained some conclusions, among others, as follows:

1. The highest level of accuracy that can be achieved by Linear SVM and Non Linear SVM with the RBF kernel is the same i.e 97.94% with different schemes.

2. At the cut of 1024, the Linear SVM performance remains stable while the Non Linear SVM decreases. This is because Linear SVM only needs to set the parameter value of C, whereas in Non Linear SVM, must combine the parameter value of Gamma and parameter C. Where in mapping is too high, Non Linear data will be lost if setting σ value on Gamma parameter is too high but the separator function will be unstable if it is too small.

3. The process of determining ROI, Resizing and cutting process, are three processes that contribute the greatest influence to the value of accuracy in the classification.
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