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Abstract 

 

The problem of automated Hindi numeral recognition is a challenging task owing to the complexity of the script which is characterized by 

concavities, holes and curvatures. In case of handwritten numerals, the varying writing styles of individuals have to be considered. Our paper 

focuses at tackling the Hindi numeral recognition problem via various clustering techniques and evaluating them. Subsequently, we work on 

modifying the framework in Joint Unsupervised Learning (JULE) of Deep Representations and Image Clusters, with different convolutional 

neural network (CNN) architectures, to obtain normalized mutual information (NMI) results which are better than the state of the art results. 

Additionally, clustering results obtained on applying different de-noising and contrast adjustment techniques have been presented. 
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1. Introduction 

Devanagari script finds its origin in the Brahmi script and is 

widely incorporated in different native languages of India and 

Nepal; Hindi is an Indian language that makes use of such an 

abugida. It is the official language of India with more than 400 

million first language speakers (based on the 2001 census) [1]. 

Recognition of native script characters can be extended to a 

plethora of recognition applications like those of vehicle 

number plates, shop and municipal sign boards, milestones, 

government tax forms and handwritten postal addresses. 

Characterized by rounded shapes, the variability of handwritten 

Hindi numerals poses to be a challenge as each writer has a 

different writing style. In addition to this, voluminous samples 

tend to reduce the recognition accuracy due to textual variation. 

Hence there is a transition from traditional prototype matching 

techniques to classification methods like artificial neural 

network (ANNs) and support vector machines (SVMs). 

2. Background Theory 

Machine recognition of hand-printed Devanagari script dates 

back to 1977 during which I.K.Sethi and B.Chatterjee designed 

a method [2] based on concatenation of primitive elements used 

in a multi-step decision making process. A detailed survey 

covering various techniques in both, optical character recognition (OCR) 

development and research work pertaining to the recognition of Indian 

scripts can be found in [3]. An artificial neural networks approach has 

been incorporated in [4], in the classification stage of the OCR system, 

for printed Devanagari Script. Sandhya et.al [5] utilize extracted shadow 

features, chain code histogram features, view based features and longest 

run features to compare classifiers like SVM and ANN for handwritten 

Devanagari character recognition. High error rates due to word to 

character segmentation, have been overcome by implementing a 

Bidirectional Long Short Term Memory (BLSTM) to recognize printed 

Devanagari text [6]. 

A considerable amount of literature pertaining to Devanagari numeral 

recognition has been reported. Most of the works are unique in terms of 

feature extraction methodologies and classification techniques. Research 

work in this field [7] can be found as early as the 1970s. In 2006, a two-

stage classification system [8] was designed for Devanagari numeral 

recognition; it was based on ANN and HMM classifiers that used 

directional-view-based strokes of a character image as their inputs. The 

algorithm in [9] couples supervised and unsupervised learning via a 

general fuzzy hyper line segment neural network for a similar problem. 

Extending the scope of the problem statement to handwritten script, 

Reena et.al. proposes a multi-classifier connectionist architecture [10] as 

a solution to the same. Multistage recognition is implemented in [11] 

where three multilayer perceptron classifiers corresponding to three 

coarse-to-fine resolution levels, are applied to Devanagari, Bangla and 

English numerals, in a cascaded manner. 
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Although there are numerous schemes pertaining to the 

classification of different Indic scripts, only a handful utilize 

clustering techniques for this. Kannada numerals have contour 

points associated with them. Features extracted from directional 

chain code information of the contour points are fed into the k-

means clustering algorithm in [12]. Yoshinobhu et.al.[13] 

proposed a concept of within-category clustering followed by 

between category clustering of mislabeled characters, after 

performing handwritten character recognition.Regional K-

means clustering followed by using an SVM classifier for Hindi 

character recognition, has been proposed in [14]. We evaluate 

various clustering algorithms used for recognizing Hindi 

numerals. 

2.1. Our Contribution 

This paper provides an in-depth comparative study of 

evaluating four clustering algorithms against the Hindi numeral 

data-set. The K-means clustering, hierarchical agglomerative 

clustering, BIRCH and JULE algorithm in [15], have been 

employed. Clustering results obtained before and after image 

de-noising and contrast adjustment, have been noted. 

Furthermore, the CNN architecture present in the JULE 

framework has been modified to increase the clustering quality. 

Our work is the first of its kind, w.r.t clustering methodologies 

for Indic script recognition. Section 2 describes our approach to 

evaluating different clustering algorithms for the given dataset. 

In section 4, we tabulate the results and draw inferences from 

them. Our conclusions have been consolidated in section 4. 

2.2. Dataset Description 

The numeral data is obtained from the Devanagari Character 

Dataset [16]. It comprises 2880 samples (288 samples per 

class). The original images are binarized and have a spatial 

resolution of 36X36 pixels. The process of clustering is 

preceded by image enhancement. 

3. Methodology 

3.1. Image Pre-processing 

In order to observe the effect of image de-noising and 

enhancement, on the cluster quality, several traditional image 

transformation techniques are applied. Results for each of the 

techniques are analysed in section 4. Gamma and logarithmic 

corrections are performed to adjust the contrast of the image. 

Gamma correction is based on the non-linear power-law 

expression as shown in eqn (1), where B=1 generally. This 

mode of correction is used to rectify the luminance and governs 

the image brightness. The log correction leads to a pixel level 

transformation of the image, as shown by eqn (2), where each 

input pixel is scaled in the range [0, 1]. 

 

The median, bilateral and Gaussian filters have been applied 

separately, to de-noise the images. The median filter is a de-

noising filter which replaces the central pixel value with the 

median of neighbouring pixel entries. Consisting of 2 kernels, 

the bilateral filter is an edge preserving filter used for 

smoothing an image. It is the weighted average of pixels, that 

considers the closeness of pixels and its neighbours both, 

spatially and w.r.t radiometric similarity. The following 

equation gives fb: I→R, the output obtained on bilateral filtering. 

 

The range and spatial kernels are φ(s) and w(j) respectively, where s is 

the intensity of a given pixel. σs and σr are the standard deviation values 

of the domain and the range kernels correspondingly. Eqn.5 depicts a 2-

D Gaussian distribution where x and y are the spatial coordinates while σ 

is the standard deviation of the distribution. 

 

Contrast stretching is a point operation aimed at distributing the original 

intensity values of images to a given range or span of values, thereby 

‘stretching’ the intensity range. Also known as non-linear normalization, 

it targets localized low contrast areas and increases the contrast of areas 

with homogeneous intensities. Histogram equalization works on the 

intensity histogram on an image. Pixel values are re-assigned via a 

monotonic and nonlinear mapping to obtain an output image having 

uniformly distributed intensities or a flatter histogram. 

3.2. Clustering Techniques 

Partitional and Hierarchical clustering methods have been used to assess 

the cluster quality on Hindi numerals. K-means clustering is a type of 

partitional clustering used for unsupervised categorization of n multi-

dimensional data-points into k clusters or groups. The data points are 

X1... X N. It is an iterative process initialized by selecting k data points or 

instances randomly. Each data point is associated with its corresponding 

centroid as shown in algorithm 1. 

 
Cj are the sets of points with cluster center as Mj and M1, ...,Mk are the 

cluster centres. The objective function (OF) is given by eqn.6. 

 
Birch clustering is an incremental algorithm depending upon CF-trees 

(cluster feature trees). By expressing the time and space complexity 

clearly, it approaches the clustering problem in a way that is suitable for 

massive data-sets. A dense region of points is collectively viewed as a 

storage of a compact summarization or a cluster feature [17]. These 

summaries depict the natural closeness of data, thereby reducing the 

original problem of clustering data to clustering summaries. The distance 

measures taken into consideration are cluster centre, radius, diameter, 

centroid Euclidean distance, centroid Manhattan distance, the average 

inter-cluster distance, average intra-cluster distance and variance 

increase distance. The sub-cluster information is maintained as a triple 

which corresponds to a CF entry. The triples represent the number of 

data points in the cluster, linear sum and square sum of these data points. 



160 International Journal of Engineering & Technology 

 

A CF tree is characterized by a threshold and branching factor 

for leaf nodes and non-leaf nodes. Figure1 represents an 

overview of BIRCH. 

 
 

Agglomerative clustering is a ’bottom-up’ clustering technique 

which begins with each data point behaving as a different 

cluster. The aim is to merge the clusters at each stage, till we 

obtain a single cluster comprising all the data points. Algorithm 

2 demonstrates this approach. We consider 3 types of linkages 

to measure the distance between the clusters, namely, Ward, 

complete link and average link. 

 

 

NMI values are our primary focus for assessing the clustering 

quality. In addition this, we have considered the Rand index 

and Fowlkes Mallows scores as metrics for measuring cluster 

quality. 

4. Experiments 

4.1. Performance Metrics 

The following performance measures are considered to evaluate 

the cluster quality: 

Normalized Mutual Information: To compute the NMI, the 

class labels of the instances are required. It can be used to 

compare different types of clustering algorithms with different 

clusters, owing to the fact that it gives us a normalized value. 

The NMI is given by eqn. (7). 

 
where A and B represent the class labels and cluster labels 

respectively H(X) denotes the entropy of X and I (A;B) is the 

mutual information between A and B.NMI values have lie 

between [0, 1], where 1 corresponds to correct cluster labels for 

all data points. 

Rand Index (RI): A pair-wise approach is followed to find the ratio of 

correct decisions succeeding clustering. Eqn. (8) is used to calculate the 

same. 

 
where TP, TN, FP and FN correspond to the number of true positives, 

true negatives, false positives and false negatives respectively. 

Fowlkes Mallows Score (FM): The similarity between two clusterings 

(either a clustering and a benchmark classification or two separate 

hierarchical clusterings) can be found via this measure. Greater values of 

the score imply a higher similarity between the two clusterings 

considered. The Fowlkes Mallows score is given by eqn. (9). 

where 

TP,FP and FN denote the number of true positives, false positives and 

false negatives respectively. 

4.2. Results and Inference 

On performing k-means, BIRCH and hierarchical agglomerative 

clustering, we use NMI, RI and FM scores to determine the clustering 

quality. Table 2 illustrates that the BIRCH algorithm yields the highest 

NMI value for the Hindi numerical dataset. 

We repeat the 3 clustering approaches mentioned in section 3.2, for 

contrast enhanced and denoised images, thereby recording the values of 

the performance metrics for each of the cases. Table 3 displays the 

results obtained on applying gamma and logarithmic corrections to the 

original dataset. Applying the BIRCH algorithm on gamma corrected 

images proves to be effective, in terms of NMI values. The value of gain 

= 1 and &𝛾= 2.2. Contrast stretching and histogram equalization have 

been performed on the dataset, independently; the values of the 

performance measures are shown in Table 4. Image intensities are re-

scaled between the 2nd and 98th percentile of the original image 

intensities. Table 5 enables us to compare the effect of various de-

noising techniques on the performance metrics. A 5X5 bilateral filter has 

been considered, with spatial parameter σs= 15 and range parameter σr = 

0.1. We also use a 3X3 median filter and a 5X5 Gaussian filter with σ = 

1. On analyzing the 3 cases, it can be inferred that the NMI values 

obtained after performing gamma correction, contrast stretching and 

bilateral filtering are better than the values presented in Table 1. 

 
Proposed by Jianwei et.al., the framework in [15] involves consecutive 

operations in a clustering algorithm expressed as steps in a recurrent 

process, assembled on top of representations output by a CNN. The 

algorithm has various hyper-parameters shown in Table 1. A learning 

rate (LR) of 0.001 and batch size (BS) of 2 has been considered.  

represents the unrolling rate for the recurrent process while λ is the 

regularization parameter. We have modified the CNN architectures and 

varied the filter size of the convolutional layers, to obtain different NMI 

values depicted in Table 6. In the case of original images, the JULE 

algorithm yields NMI values as high as 0.87259. With a maximum NMI 

value of 0.87778, it can be observed that the JULE algorithm can 

increase the NMI values considerably, for different CNN architectures 

and denoised images. The highest NMI value is obtained by designing a 

network with a convolutional layer, batch normalization, relu and 

maximum pooling layer repeated thrice, in succession. NMIori and NMIbil 

correspond to NMI values obtained for original images and those which 

are denoised by bilateral filters, respectively. 
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5. Conclusion 

Indic script recognition is an on-going research area; our approach can 

be extended to other native scripts like Kannada, Bangla or Oriya. Our 

work makes use of a flattened image vector as a feature vector for 

clustering. It is plausible that the NMI values can be enhanced by better 

feature extraction techniques, CNN architectures or image pre-

processing techniques. 
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