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Abstract 
 

Genetic Algorithm (GA) is a promising optimization algorithm that can provide effective solutions to help overcome optimization prob-
lems.  However, applying the GA without parameter tuning may result in a low efficiency. Thus, this study investigates the importance 
of parameter tuning and its applications in solving an optimization problem. The parameter tuning was experimented on groceries sched-
uling problems to find the shortest time required in delivering the groceries. The experiments were performed on different values of mu-
tation operator, crossover operator and number of iterations on groceries scheduling. The knowledge representation and the architecture 
of the problem are presented.  The improvements of the search ability are verified by a series of experiments. Our results show that the 
best mutation operator is the Inversion Mutation, while the best crossover operator is Order 1 Crossover. 
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1. Introduction 

The increase in e-commerce transactions over the past years re-
quires its enablers such as delivery services to be more efficient. 
The last mile delivery becomes very critical as consumers expect 

the products to reach them as fast as possible. This paper focuses 
on the delivery schedule generation to guarantee the groceries are 
delivered to the consumers. One of the important things to manage 
the delivery of groceries is the delivery schedule. Scheduling is 
the process of managing, controlling and optimizing the work and 
the workload in the process. Scheduling allocates resources such 
as raw materials, human resources planning, planning of produc-
tion processes and material purchases. In groceries last mile deliv-

ery, orders must arrive at the specific address in the time window 
chosen by the consumers. In this context, the scheduling should be 
carried out to determine the order of the delivery location and 
solve many delivery locations at every time slot [1]. 
In addition, the delivery usually requires one vehicle to make de-
livery in one area. In the case where the delivery needs to deliver 
to more than one area, it requires more than one vehicle to ensure 
the delivery arrives on time [2]. Therefore, to complete this task, it 
requires a structured schedule to ensure consumers receive their 

groceries in the specified time window. Therefore, an alternative 
approach is needed to identify and solve scheduling problems for 
facilitating the delivery process.  
Genetic Algorithm (GA) appears as one of the effective solutions 
to optimization algorithms that can provide good results for such a 
problem. However, applying the GA without parameter tuning 
may result in a low efficiency. Thus, this study attempts to inves-
tigate and tune the parameters that affect the performance of GA. 

The experiments were based on groceries scheduling problems to 

find the shortest time in delivering the groceries.  This paper is 
organized as follows. The next section presents the related works 
while section 3 describes the methodology. In section 4, the exper-

iments results are discussed and finally we conclude the paper in 
Section 5. 

2. Related Works 

Artificial Intelligence (AI) approach refers to a technique used to 
create a system that is as smart and intelligent as humans. McCar-

thy [3], AI is “The science and engineering of making intelligent 
machines, especially intelligent computer program”. AI attempts 
to make computers capable of doing tasks humans can do. AI can 
be achieved by studying how the human brain thinks, how people 
learn to understand a thing, the way people make decisions, how 
people solve the problems, and then use the findings as a basis for 
developing intelligent systems. It attempts to incorporate reason-
ing and other high-level capabilities in activities such as planning 

and scheduling to achieve designated goals [4]. 
Various AI techniques such as expert systems, fuzzy logic, neural 
networks, and genetic algorithms are designed to solve the com-
plex problem [5-7].  AI techniques have evolved from as simple as 
rule-based representation in expert systems to algorithms that 
allows self-organization and self-learning to achieve its designated 
goals.  Problem solving in AI context is the process of searching 
practical solutions based on the environmental representation [6]. 
Some complex problems include scheduling, optimization, fore-

casting such as weather forecasts, traffic control, and disease di-
agnosis. In these complex problems, solutions search is imple-
mented using more sophisticated algorithms.  
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The design of heuristics or meta-heuristics algorithms aims to 
produce elegant solutions to achieve the goals in the most opti-
mum way [6]. However, exploring the suitable parameter tuning 
prior to applying the computational model is vital for stochastic 
problem. Many researchers have stated the importance of parame-
ters tuning to yield a better result [9-11]. In [9] for example, the 
parameter tuning techniques were performed in analyzing the 
behavior of a computational model of psychosocial influences on 

physical activity behavior. Another study by Cheung et al. [10] 
produced an automated parameter tuning to overcome the limita-
tion of manual tuning in producing a high-quality point clouds for 
stereo vision system. A different approach by means of statistical 
test was performed by [11] to know which parameters have the 
greatest influence on the behaviour and performance of the algo-
rithm. 

2.1 Optimization Algorithms 

Optimization can be defined as population-based methods for 
finding solutions for some mathematical problems [6]. Optimiza-
tion is a task to find the alternative ways for finding the most cost-
effective or to achieve the highest performance at the given con-
straints, by maximizing or minimizing the desired factors. For 
comparison purposes, maximizing means trying to achieve results 
or results of the highest or maximum regardless of costs or ex-

penses. The practice of optimization is limited by the lack of full 
information and lack of time to assess what information is availa-
ble. 
GA has been developed in the year 1970's in the USA. The early 
names in GA are J. Holland, K. DeJong, and D. Goldberg, they 
have developed the algorithms based on the process of natural 
selection from Darwin’s Evolution Theory [13]. Darwin’s Theory 
is a theory related to biological evolution created by Charles Dar-

win (1809-1882). He states that all species of organisms arise and 
thrive through natural selection. These species often increase the 
individual's ability to compete, survive, and reproduce. Besides, 
GA belongs to the larger class of evolutionary algorithms (EA). 
GA process is to engender solutions to optimization problems 
using techniques inspired by natural evolution such as inheritance, 
mutation, selection, and crossover [14]. In GA, the population of 
the candidate is solutions to an optimization problem by evolving 
towards better solutions [15]. GA is the simplest and most widely 

available method that has been used successfully in solving vari-
ous problems such as image processing, delivery problems, eco-
nomics, scheduling, control problems and more [6] [16] [17].  
GA has been used in many problems as been mentioned in many 
past studies [18-21].  Alaïa et. al [18] proposes a combination of 
genetic algorithms with clustering algorithms. They [18] aim to 
solve the various vehicles, various depots, pickup and delivery 
problems. The clustering algorithm is used to group nearby nodes 

by calculating Euclidean distance between each pickup node and 
delivery node. Then, GA is deployed to find the shortest path to 
go to all nodes. With a combination of these two methods, the 
objective of minimizing total vehicle usage and overall travel 
distance can be achieved. 
Wang [19] solves the optimization problem using GA technique to 
solve the same problem such as the Traveling Salesman Problem 
(TSP). The TSP is a traditional combinatorial optimization prob-

lem, which is simple to state but very difficult to solve. The main 
challenge of the problem is that the traveling salesman wants to 
minimize the total length of the trip. Based on an experiment that 
has been created to solve TSP, the experiment results show a bet-
ter performance. Additionally, it can determine an optimal solu-
tion quickly. It is suitable and among the best algorithm to solve 
the vehicle routing problem.  
Similar study conducted by Jalaluddin et. al [20] in which a Cou-

rier Delivery Services Visualisor (CDSV) was developed to visu-
alize the best route to be taken by the courier service providers so 
that they courier service can deliver on time. The CDSV employed 
the GA and A-star  

Algorithm (A*) that integrates with Geographical Information 
System (GIS) data. A Graphical User Interface (GIU) in the form 
of simulation maps that suggests the delivery best route and the 
optimal distance are displayed for easier courier service distribu-
tion route references. In another study, the Monte-Carlo technique 
was integrated with GA to improve the strength of the tropical 
timber joint strength [21] in which a satisfactory result was ob-
tained. Other than GA, other optimization algorithms such as the 

Particle Swarm Optimization (PSO) and the Ant Colony Optimi-
zation (ACO) were also proposed to solve the optimization prob-
lem.  The combination of PSO and ACO was proposed in [22] for 
the mobile Radio Frequency Identification System (RFID) reader 
to get the shortest path for object localization, and satisfactory 
results were obtained. Those studies however, appear to lack in 
discussing the parameter tuning and its effects towards solving the 
optimization goal. 

3. Methodology 

This section explains the methodology of the study i.e. the 
knowledge representation and the system’s architecture based on 
the groceries scheduling problem. Our data such as the distance of 
every location in Shah Alam is extracted from Google Maps. The 

next two subsections present the details of the processes. 

3.1 Knowledge Representation 

In this phase, we used the collected data and the data from the 
customer (e.g. customers address, arrival time) to determine the 
distance between the starting point to the customer place. A filter-
ing technique was used to assign the runner or deliverer to deliver 
the groceries. This technique was used to make the next step easier 

in which we first filtered the large group into the smallest groups. 
Then, we generated the random population, calculate the fitness 
function, parent selection, crossover, mutation, and elitism to find 
the shortest distance between customers’ places in a group. 
The parameters to be analyzed is the number of iterations, type of 
crossover (order 1 and cycle) that shows in Figure 2 and Figure 3, 
and types of mutation which are swap, insertion, inversion, dis-
placement and scramble that are shown in Figure 4. Equation 1 
shows the fitness function used in this study where x represents 

the distance. 
 

                                                     (1) 
 

Figure 1 indicates a chromosome representation based on the dis-
tance between customer’s place, the arrival time to the customer’s 
place and several shipments that can be made within one hour. For 
example, assuming located locations are sections 2, 6, 7, 13 and 
14 in which each location has its distance value. Next, we used 

GA method to find the shortest distance for every section. 
 

 
Fig. 1: Chromosome Representation 

 
Figure 2 shows the process of crossover using order 1 crossover 
involving 6 sections on two parents; parent 1 and parent 2. As can 
be seen, the shaded boxes of parent 1 and parent 2 will be ex-
changed (crossover) to form new offsprings, parent 1 and parent 2. 
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Fig. 2:  GA Operator (Order 1 Crossover) 

 
Figure 3 shows the process of crossover using cycle crossover 
involving 6 sections on two parents; parent 1 and parent 2. As can 
be seen, parent 2 will copy the value based on the same index as 
illustrated in the Figure. The detail steps are illustrated in the Fig-
ure.  Figure 4 shows the process of mutations which are swap, 
insertion, inversion, displacement and scramble. 

 

  
Fig. 3: GA Operator (Cycle Crossover) 

 
Fig. 4: GA Operator (Mutation Type) 

3.2 System Architecture 

The system architecture is initiated by receiving the inputs from 
the user, which are shopping and delivery details. Then, the in-
formation will be stored in the database before the next process. 
Secondly, the system will retrieve the related information, which 
is delivery details (delivery date, time and location) and list of the 
deliverers. There are two processes involved, which are filtering 
and genetic algorithm. In the filtering process, the delivery loca-

tion will be filtered based on the number of delivery, whereby 
each delivery consists of not more than six delivery locations. This 
is because the system is created for delivering the groceries since 
the groceries cannot last long. The purpose of this filtering process 
is to generate the delivery schedule. 

Thirdly, the GA process is to find the best sequence of the path. In 
the GA engine, the process is started by initializing the parameters 
which are the number of population, number of iterations, crosso-
vers and mutation operators. The next process is generating the 

random population and calculate the fitness for each candidate in 
the population. Next, the system will check with the stopping con-
dition, which is the number of iterations. If the iteration equals 
with the number of iterations, the system will select two best re-
sults from the population to undertake the crossover and mutation 
processes. Then, the system will evaluate the new candidates and 
carry out the elitism. In the elitism process, the current candidate 
will replace the best candidates from the crossover and mutation 

results with the worst candidates in the population. The process 
will be repeated until the number of iterations have been achieved. 
Lastly, the output will show the delivery schedule and list of the 
deliverers. Figure 5 shows the System Architecture. 

 

 
Fig. 5: System Architecture 
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4. Experiment Result 

4.1 First Experiment: Different Mutation Type 

In the first experiment, three cases were conducted. This experi-
ment uses the same number of population, which is 100 candidates 
and a different number of iterations, which are 50, 100 and 150 

iterations. From this experiment as shown in Table 1, we found 
that the best mutation operator is the inversion mutation. 
 

Table 1: Summary of Mutation Type 

Case number Number of iteration Best mutation 

Case 1 50 Insertion 

100 Inversion 

150 Insertion 

Case 2 50 Inversion 

100 Insertion 

150 Inversion 

Case 3 50 Inversion 

100 Inversion 

150 Inversion 

4.2 Second Experiment: Different Crossover Type 

The purpose of the second experiment is to find which crossover 
operator that can give the optimal results. This experiment uses 
the same number of population, which is 100 candidates and a 
different number of iterations, which are 50, 100 and 150 itera-
tions. Table 2 shows the best crossover operator generated from 
the second experiment. It shows that the best crossover operator 
that is based on minimum distance is order 1 crossover. 

 

Table 2: Summary of Crossover Type 

Case number Number of iteration Best crossover 

Case 1 50 Order 1 

100 Cycle 

150 Order 1 

Case 2 50 Order 1 

100 Order 1 

150 Order 1 

Case 3 50 Cycle 

100 Cycle 

150 Cycle 

4.3 Third Experiment: Different Number of Iteration 

This third experiment aims to find what number of iterations is 
best to provide optimal results. This experiment uses the same 
number of population, which is 100 candidates and a different 
number of iterations, which are 50, 100 and 150 iterations. From 
this third experiment as shown in Table 3, the best results gener-
ated is from 150 iterations. Therefore, we can conclude that the 
greater the number of iterations, the better the results. 
 

Table 3 : Summary of Number of Iteration 

Case number 
Number of  

iteration 
Crossover Mutation Result (km) 

Case 1 50 Order 1 Insertion 28.60 

100 Cycle Inversion 28.13 

150 Order 1 Insertion 27.90 

Case 2 50 Order 1 Inversion 42.50 

100 Order 1 Insertion 41.30 

150 Order 1 Inversion 38.87 

Case 3 50 Cycle Inversion 60.90 

100 Cycle Inversion 60.00 

150 Cycle Inversion 58.83 

4.4 Case 1 

In case 1, the system was tested with 8 sections, which are sec-
tions 2, 5, 13, 15, 17, 19, 21 and 23 with 40320 possible sequence 

paths. The results have been produced using 100 number of popu-
lation, 150 number of iteration, order 1 crossover, insertion muta-
tion and the optimal sequence path with a total distance of 27.90 
km. Figure 6 shows the optimal graph for case 1, and as we can 
see, the optimal results have been achieved starting from iteration 
number 78. 
 

 
Fig. 6: Optimal Graph for Case 1 

4.5 Case 2 

In case 2, the system was tested with 17 sections, which are sec-
tions 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16 and 24 with 

355687428096000 possible sequence paths. The results have been 
produced using 100 number of population, 150 number of itera-
tion, order 1 crossover, inversion mutation and the optimal se-
quence path with a total distance 38.87 km. Figure 7 shows the 
optimal graph for case 2, and as we can see, the optimal results 
have been achieved starting from iteration number 146. 
 

 
Fig. 7: Optimal Graph for Case 2 

4.6 Case 3 

In case 3, the system was tested with 23 sections, which are sec-
tions 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 
21, 22, 23 and 24 with 2.585201673888498e+22 possible se-
quence paths. The results have been produced using 100 number 
of population, 150 number of iteration, cycle crossover, inversion 

mutation and the optimal sequence path with a total distance of 
58.83 km. Figure 8 shows the optimal graph for case 3, and as we 
can see, the optimal results have been achieved starting from itera-
tion number 123. 
 

 
Fig. 8: Optimal Graph for Case 3 
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The system was tested with three conditions, which are Case 1 
with 8 sections, Case 2 with 17 sections and Case 3 with 23 sec-
tions. The purpose of the experiment is to find the best number of 
iterations, best crossover operator, and best mutation operator. 
Based on the findings, the increasing value of iteration can pro-
duce better results. Furthermore, the best combination of the ge-
netic operators is order 1 crossover and inversion mutation. 

5. Conclusion 

The research experimented on the application of parameter tuning 
in solving groceries scheduling problem. This was done by using 
GA to assist the delivery services companies deliver their products 
within the minimum time by optimizing the sequence location. 
The parameters such as mutation and crossover were experi-

mented on three different cases. It appears that the best mutation 
operator on minimum distance was the inversion mutation, while 
the best crossover operator on minimum distance was order 1 
crossover. However, the limitations of this system are that the 
system does not use the Google API to get the actual address and 
does not visualize the route for the user. A solution to overcome 
the problem can be derived by employing multi-objective optimi-
zation to visualize the best route, and to get the real-time data of 

traffic conditions. In addition, more variables such as the traffic 
conditions, road speed limits and real-time speed could be incor-
porated in the said system. 
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