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Abstract

This paper synthesizes an evaluation of feature selection algorithm by utilizing Term Frequency Inverse Document Frequency (TF-IDF) as the main algorithm in Android malware detection. The Android features were filtered before detection process using TF-IDF algorithm. However, IDF is unaware to the training class labels and give incorrect weight value to some features. Therefore, the proposed approach modified the TF-IDF algorithm, where the algorithm focused on both sample and feature. Proposed algorithm applied considers the feature based on its level of importance. The related best features in the sample are selected using weight and priority ranking process. This increases the effect of important malware features selected in the Android application sample. These experiments are conducted on a sample collected from DREBIN dataset. The comparison between existing TF-IDF algorithm and modified TF-IDF (MTF-IDF) algorithm have been tested in various conditions such as different number of sample, different number of feature and combination of different types of feature. The analysis results show feature selection using MTF-IDF can improve malware detection analysis. MTF-IDF proved either using various kinds of feature or various kinds of dataset size, algorithm still effective for Android malware detection. MTF-IDF algorithm also proved that it could give appropriate scaling for all features in analyzing Android malware detection.
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1. Introduction

Android malware detection has drawn a lot concern for many researchers. Up until now, Android malware has become more complex where the attacker can divert the Android malware detection techniques. Existing Android malware detection is based on static and dynamic analysis [1]. Static analysis is a fast and efficient method. However, static analysis approach prone to high false negative rates due to evolution in code basis and code re-packing. Dynamic analysis aims to provide effective and efficient methods to extract unique patterns of each malware family based on its behavior. Although to enhance malware detection, dynamic analysis required more features, such as the system call and network activities. Therefore, it is crucial to identify Android malware based on feature selection approach. In this paper, we want to emphasize two research issues that are:

1. What is the best approach to detect android malware: Android malware detection is an essential aspect to combat Android malware. Even though, numbers of Android malware approach have been proposed in order to solve the Android malware detection problem. The number of Android malware keep increasing which shows that the attacker has become more advanced and can easily bypass the Android malware detection techniques. Thus, a new solution for Android malware detection is required where new feature selection approach by modifying the Term Frequency Inverse Document Frequency (TF-IDF) algorithm is proposed.

2. How to measure the feature selection approach: We consider to evaluate the effectiveness of the feature selection approach using accuracy, True Positive and False Positive Rate [2].

Section 2 describes Android malware detection related research regarding feature selection algorithm. Section 3 observes the data and feature set used in the experiment and discussed about TF-IDF algorithm and modified TF-IDF (MTF-IDF) as well. Section 4 discusses the performance of the feature selection algorithms and the effectiveness of the proposed feature selection approach. Finally, Section 5 concludes our work and projected direction for future work.

2. Related Work

This section will examine the TF-IDF algorithm and related work that use TF-IDF for data classification.

2.1. Feature Selection Algorithm

In analyzing Android malware features, huge number of sample involved and it can affect the algorithm effectiveness when noisy and irrelevant feature include in the dataset. Thus, feature selection has the ability in reducing noisy and irrelevant feature to a useful data could lead to more accurate results using machine learning algorithms [3]. Yerima et. al [4] proposed an approach that utilizes ensemble learning for Android malware detection. By combining advantages of static analysis with the efficiency and performance of ensemble machine learning, Android malware detection accuracy has been improved. The machine learning
models are built using a large repository of malware samples and benign applications from a leading antivirus vendor. This approach apply permission based feature in the experiment.

Latest work from Bhattacharya et al [5] proposed a framework that extracts the permission features of manifest files, and then generates feature vector. This research conducted using six different feature ranking tools. By comparing with previous work, this paper highlights new goal in Android malware detection. Previous paper focus on reduce classification time and improvement of the accuracy with different reduction tools. Note that this is an extension work of [6] where we use Application Program Interface (API) call based and permission based features to detect android malware.

2.2. Term Frequency-Inverse Document Frequency (TF-IDF) Algorithm in Detecting Malware for Android Platform

TF-IDF commonly used in text classification because it richer and more successful representation for retrieval and categorization purposes [7][8]. TF-IDF join term’s frequency in the document (TF) and its frequency in the document’s collection known as Document Frequency (DF). The term vector for each document is created where each cell in the vector represent TF as in Eq. 1. In term weighting, a vocabulary of the entire document collection is constructed. Each term in the document is characterized using its own frequency from the dataset called as DF shown in Eq.2. N is total number of documents in the dataset, while DF is number of files in which the terms show. Therefore, the term TF-IDF equation is defined in equation Eq. 3, where the weighted of specification behavior is calculated.

$$TF = \frac{\text{term\_frequency}}{\max(\text{term\_frequency \_in\_document})}$$

$$IDF = \log \left( \frac{N}{DF} \right)$$

$$TF - IDF = TF \times IDF$$

The TF-IDF formula has been changed by SVM-based approach [9] to compute the weight of android malware features. Eq. 4 is where, \(N_j\) is the number of times that Android application, \(D_j\) calls specific android malware feature. \(M_j\) is total number of times, \(D_j\) calls all different android malware feature. The \(IDF_j\) in Eq. 5 is where the sum of malware in the training dataset, \(D\) and \(D_j\) is number of times the android malware feature is called.

$$TF_j = \frac{N_j}{M_j}$$

$$IDF_j = \log \left( \frac{D}{D_j + 1} \right)$$

3. Android Feature Selection Approach

The proposed feature selection approach for Android malware detection approach is discussed in this section.

3.1. Android Malware Detection Model

Android malware detection model consists of four types of process; preprocessing of raw Android data collected from DREBIN, feature extraction and selection, feature selection approach and classification using machine learning algorithm and finally the evaluation of the detection result as shown in Figure 1. The model is created based on data mining approach. We try to build a classifier for Android malware detection that can classify the android malware into malware or benign.

![Android Malware Detection Model](image)

The Android malware detection model is assessed with DREBIN [10] dataset that consists of benign and malicious application. In this study, two types of Android features have been used, that are Application Program Interface (API) call (dynamic feature) and permission (static feature). The proposed feature selection algorithm aims to determine the feature matrix for detecting an Android malware feature. Android malware detection algorithm consists of weighted based feature selection and K-means clustering, which very important in this study. In the preprocessing process, all data are cleaned up and normalized. Then, all samples are extracted into human readable format in .xml form. Each incoming samples will perform the weighted based feature selection algorithm using TF-IDF and MTF-IDF. Then, K-means clustering algorithm is used to class the sample either into malware or benign. Lastly, the feature matrix is constructed and tested using machine learning algorithm in order to evaluate the performance of the proposed feature selection algorithm (MTF-IDF).

In evaluation phase, Random Forest [11], Bagging and Decision Table were used to test the accuracy of the feature selection method. These algorithms have the same capabilities on detecting missing class value, nominal class, numeric class and binary class. Random Forest [12] algorithms works derived from combination of tree predictors. By taking into account the voted classes of all individual trees, class with the highest vote is selected as the best output. Bagging [13] works by creates a number of base classifiers for its ensemble by training each base classifier using random redistribution of the training set. Decision table [12] classification algorithm builds a simple decision table majority classifier, and summarizes the dataset with a decision table which contains the same number of features as the original dataset.

We use Waikato Environment for Knowledge Analysis (WEKA) [14] to generate the models and trained the data. Lastly, two datasets are constructed that are Experiment 1 (feature selection using TF-IDF algorithm) and Experiment 2 (feature selection using MTF-IDF algorithm). In this paper, we use similar sets of data as our main focused is to improve the feature selection approach.

3.2. Feature Selection and Extraction

Samples of Android data that have been extracted into xml file format will undergo the feature selection process. Next, the feature vector components are generated by analyzing the database. The irrelevant and redundant features will be removed in the feature selection process [15]. Then, features used are categorized into two types that are API call and dangerous permission. The API call feature is used to extract knowledge describing behavior of Android malware. Table 1 shows the description of API call features used in this experiment. The dangerous permission feature is chosen because, through installation, each application will ask for permission to use the systems data and features [16]. Application with dangerous permission can access user’s private information and affect the stored data or operation of others application. Table 2 shows list of permission based features. Both fea-
tures selected are derived from weight value calculated using TF-IDF and MTF-IDF.

\[ W_j = TF_j \times IDF_j \]  \hspace{1cm} (8)

### 3.3. Modified Term Frequency Inverse Document Frequency (MTF-IDF) Algorithm

The proposed MTF-IDF algorithm is modified based on the TF-IDF algorithm. The TF-IDF approach gives attention to both sample and feature. However, it is unaware of the class labels in the sample, which can lead to inappropriate scaling for some features [7]. Therefore, we proposed the modified TF-IDF (MTF-IDF) to reduce the inappropriate scaling in feature selection.

This work focuses on reducing inappropriate scaling by focusing features in the sample for the whole document compare with previous work [9]. Equation Eq. 6 and Eq. 7 show the MTF-IDF equation. Eq. 6 shows the MTF-IDF algorithm where, \( t_{ij} \) is the value of Android malware feature’s \( i \) in sample \( j \). While, \( \max(t_{ij}) \) is a highest value of Android malware feature’s \( i \) in all sample. IDF in Eq. 7 represent the sample, which can lead to inappropriate scaling for some features. While, \( \text{TF-IDF} \) is number of Android malware feature’s value of Android malware feature’s class made changes to accounts.

\[
TF_{ij} = \frac{df_i}{\max(df_j)} \hspace{1cm} (6)
\]

\[
IDF_j = \log \left( \frac{N}{n_j} \right) \hspace{1cm} (7)
\]

In this section, the experimental setup of Android malware detection using feature selection approach is explained. All experiments conducted undergo performance analysis to validate the approach.

### 4. Performance Metric

#### 4.1. Experimental Setup

A total of 1000 dataset from Drebin [10] that consist of malware and benign data has been used for the experiments. The API call based and permission based feature were tested on two experiments that are Experiment 1 and Experiment 2. The Experiment 1 and Experiment 2 are tested using TF-IDF and MTF-IDF algorithm respectively. The comparison with the existing algorithm has been done using sensitivity testing [17]. The proposed algorithm is tested based on different number of sample, different number of feature, different types of feature and different types of machine learning algorithm.

Dataset for different number of sample consists of five different number of sample that are 200, 400, 600, 800 and 1000. Features involved in each dataset for Experiment 1 consist of 50 API call based feature that have highest TF-IDF value. Experiment 2 contains 50 API call based features with highest MTF-IDF algorithm value.

Meanwhile for different number of feature, dataset consists of three different set that contain 10, 50 and 100 numbers of API
based features. We selected 10, 50 and 100 numbers of features that have the highest TF-IDF and MTF-IDF value for Experiment 1 and Experiment 2 respectively. Both Experiment 1 and Experiment 2 consists of 1000 samples. Different types of feature dataset consist of five different samples that contain 200, 400, 600, 800 and 1000 data. Experiment 1 consists of 15 features from API call and 15 features from permission based feature that have the highest TF-IDF value. While, Experiment 2 contains 15 features from API call and 15 features permission based feature selected based on the highest MTF-IDF algorithm value.

Lastly, different types of machine learning algorithm dataset involved in this experiment have 1000 samples and 30 features for both experiments. Experiment 1 consists of 15 features each from API call and permission based feature that have highest TF-IDF value, while Experiment 2 contains 15 features each from API call and permission based feature with highest MTF-IDF algorithm value. For this test, we used same features for both experiment. Then, we tested the selected features using Bagging, Decision Table and Random Forest classifier algorithm using 10 folds cross-validation.

4.2. Result and Discussion

This section shows the analysis result for Experiment 1 (TF-IDF) and Experiment 2 (MTF-IDF).

![Figure 2: Performance comparison of accuracy on different number of sample](image)

![Figure 3: Performance comparison of accuracy on different number of feature](image)

![Figure 4: Performance comparison of accuracy on combination of different types of feature](image)

Figure 2 shows the accuracy value based on different number of samples for API call. TF-IDF achieves highest accuracy for set of dataset that contain 200, 400 and 600 samples. The MTF-IDF algorithm achieves highest percentage for dataset contain 800 and 1000 samples with 99.9% accuracy. TF-IDF shows highest accuracy when analysis small data than slightly decrease when the analyzed data increase, however MTF-IDF can maintain high accuracy with big sample data.

Figure 3 shows the accuracy value based on different number of features. MTF-IDF achieve highest accuracy for each set of dataset that contain 10, 50 and 100 features with accuracy 99.9%, 99.9% and 96.8% respectively. While the TF-IDF gain accuracy for each dataset with 99.9%, 99.7% and 95.5%.

Figure 4 shows the accuracy value based on combination of features. TF-IDF achieves highest accuracy for set of dataset that contain 200 samples with accuracy 98%. While for MTF-IDF gain highest accuracy for set of dataset that contain 400, 600, 800 and 1000 with accuracy 97.8%, 99.8%, 99.4% and 98.9% respectively. Experiment on different types of machine learning algorithm is to test the performance of TF-IDF and MTF-IDF in terms of its accuracy. MTF-IDF shows highest accuracy as compare to TF-IDF when tested using Bagging, Decision Table and Random Forest classifier as shown in Table 3.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Experiment</th>
<th>TP Rate</th>
<th>FP Rate</th>
<th>Accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bagging (meta)</td>
<td>TF-IDF</td>
<td>0.954</td>
<td>0.046</td>
<td>95.4</td>
</tr>
<tr>
<td></td>
<td>MTF-IDF</td>
<td>0.976</td>
<td>0.032</td>
<td>97.6</td>
</tr>
<tr>
<td>Decision Table (rules)</td>
<td>TF-IDF</td>
<td>0.950</td>
<td>0.047</td>
<td>95.0</td>
</tr>
<tr>
<td></td>
<td>MTF-IDF</td>
<td>0.968</td>
<td>0.040</td>
<td>96.8</td>
</tr>
<tr>
<td>Random Forest (tree)</td>
<td>TF-IDF</td>
<td>0.976</td>
<td>0.026</td>
<td>97.6</td>
</tr>
<tr>
<td></td>
<td>MTF-IDF</td>
<td>0.989</td>
<td>0.012</td>
<td>98.9</td>
</tr>
</tbody>
</table>

5. Conclusion

In this paper, we proposed feature selection algorithm to detect Android malware. Using feature selection, only helpful feature selected during Android malware analysis. Noises features will be removed based on the weighted value. Using different types of experimental setup; such as testing based on different number of sample, different number of features, different types of feature and different types of machine learning algorithm, the proposed algorithm is tested. Both modified and existing algorithm are applied for each Android feature in sample, then only the features with higher value involve in the analysis. The analysis results show feature selection using MTF-IDF can improve malware detection analysis. MTF-IDF proved either using various kinds of feature or various kinds of dataset size, algorithm still effective for Android malware detection. In general, MTF-IDF algorithm proved that it could give appropriate scaling for all features in analyzing Android malware detection. For future research, we will consider other Android malware feature to extend the Android malware detection technique and could be applied not only for Android but also for other medium such as iOS and personal computer.
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