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Abstract 
 

Outliers are data objects whose characteristics differ from the mainstream characteristics of the data objects in a data set. Outlier detec-

tion plays a vital role in statistics as well as in data mining. Outlier detection effects to find out hidden and important information from 

large data sets. It has been a research field with diverse application areas for the past few decades. Outlier detection has been a topic of 

research in many fields like detecting malicious activity in cyber security, finding fake transactions in banking, detecting abnormality in 

medical data, identifying defects in industrial products etc. and various methods have been developed for detecting outliers. Most of the 

methods are developed specifically for certain applications while others are generic methods. Outlier detection methods are grouped into 

supervised, unsupervised and semi-supervised methods depending on the availability of class labels. Outlier detection methods can also 

be classified into statistical, proximity-based, clustering-based and classification-based depending on the type of data. We, in this paper, 

present the relative advantages and limitations of various methods used for detecting outliers. 
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1. Introduction 

The volume of data in the world is increasing tremendously at 

every moment. Data mining is a field in computer science that is 

intended to find important information from large collections of 

data sets most of which are unstructured. It is the discovery of the 

frequent patterns from the data sets. 

 

 
Fig. 1: Outliers. 

 

Outlier detection is aimed at finding infrequent data objects that 

are not conformable with the majority of data objects in the data 

set. As shown in Fig.1, an outlier is a data object that is distant 

from most of the remaining data objects in the data set which 

arouses suspicion that it does not belong to the data set itself [1]. 

Outlier detection is defined as the discovery of data objects that 

are dissimilar or uneven with respect to the majority of data ob-

jects in the data set. 

Outlier detection has become an essential research field as it pro-

vides critical information in a variety of domains. Outlier detec-

tion methods can be applied to detect unauthorized access to re-

sources in a computer network, to find fake credit card transac-

tions in banking, to detect abnormality in medical data analysis, to 

identify the defects in industrial products, to detect imperfections 

in image processing, to detect anomalies in web applications, to 

detect irregularities in robot behavior, to discover variances in 

astronomical data, to find discrepancies in census data etc. 

Outliers can be classified into different types such as point outli-

ers, collective outliers and contextual outliers [2]. A data object 

which differs considerably from other data objects in its set is 

called a point outlier. For example, normal credit card transactions 

follow a regular pattern. In the case of a fraud transaction, the 

pattern may change significantly. The features of the credit card 

transactions like the type of items purchased, their quantity, etc. 

by the fraud shall be very much different from the normal pur-

chase features of the credit card transaction by the authenticated 

card owner. Contextual outlier is a data object that differs consid-

erably from the data set based on a selected situation and is a nor-

mal data object with reference to some other situation. For exam-

ple, rain in summer is a contextual outlier. Collective outlier is a 

subgroup of data objects which collectively differs from the entire 

data set. The distinct data objects in a collective outlier are not 

outliers individually. For example, heavy traffic for a limited time 

is a normal occurrence in a city. However, if it continues for a 

long period of time, it becomes a collective outlier. 

2. Related work 

Outlier detection methods have been a research subject in different 

research fields and various application domains. Hodge and Aus-

tin [3] observed outlier detection approaches as extracted mainly 

from three fields of computing – statistical, neural networks and 
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machine learning. Hodge et al. classified the outlier detection 

approaches into three categories Type-I, Type-II, and Type-III 

which are analogous to unsupervised, supervised and semi-

supervised approaches respectively. Patch and Park [4] accumu-

lated the methods into four groups known as statistical based, 

classification based, clustering based and nearest neighbor based. 

Chandola et al. [5] added two more groups of outlier detection 

methods called spectral methods and information theoretic meth-

ods. Han et al. [2] presented methods for detecting collective and 

contextual outliers as well as methods for finding outliers in sub-

spaces and high dimensional data. Gogoi et al. [6] classified the 

outlier detection approaches into three categories and classified 

the outliers into six cases to identify network anomalies. Zimek et 

al. [7] presented a survey on unsupervised methods for detecting 

outliers in high dimensional numerical data. Lu et al. [8] proposed 

a density based structured framework for sequential outlier detec-

tion that uses autoencoder models to catch the dissimilarity be-

tween outliers and normal data objects. Wu et al. [9] formulated 

outlier detection as an optimization problem for detecting outliers 

in extensive categorical data. Papadopoulos et al. [10] proposed 

graph based descriptors to capture the network billing related out-

liers in cellular mobile networks. 

3. Outlier detection methods 

Outlier detection methods are grouped into supervised, semi-

supervised, and unsupervised methods depending on the availabil-

ity of class labels [2]. 

3.1. Supervised outlier detection 

Supervised approaches are used to separate data objects into outli-

ers and inliers in a labeled data set, in which data objects can be 

labeled as outlier or inlier. These labels are then used to make the 

model of the normal class or outlier class. However in most situa-

tions, the occurrences of outliers in the data sets are very insignifi-

cant compared to the extent of normal objects in the data sets. 

Peculiar classification techniques are needed to detect outliers 

from such unbalanced data sets. 

3.2. Unsupervised outlier detection 

Unsupervised methods are used to find outliers in an unlabeled 

data set by giving each object an outlier score which indicates its 

degree of abnormality. These scores are usually calculated by 

comparing the characteristics of each data object with the charac-

teristics of its neighborhood. Unsupervised methods do not need a 

training data set and assume that the occurrences of outliers are 

quite small compared to the occurrences of normal data objects in 

the data set. 

3.3. Semi-supervised outlier detection 

Semi-supervised methods are used when labels are available for 

only a small part of normal objects or outliers. The labeled normal 

objects along with objects which are close to the labeled normal 

objects are used in the training phase to obtain a model of the 

normal objects. This information is used to separate the data ob-

jects into two sets in which one set contains all the normal objects 

and the other set contains the remaining objects or the outliers.  

Based on the assumptions made on outliers versus normal data, 

outlier detection methods can be grouped into different categories 

like statistical methods, proximity based methods, classification 

based methods and clustering based methods [5]. 

3.4. Statistical methods 

Statistical outlier detection methods assume that normal data ob-

jects follow a statistical model, and outliers do not follow this 

model [3]. Data objects are classified into normal data objects and 

outliers through a statistical test in which the normal objects occur 

in high probability region of the model and outliers occur in low 

probability regions. Statistical models are mostly suitable for 

quantitative numerical data sets and are not appropriate for cate-

gorical data sets. In order to apply statistical model for ordinal 

data, those data have to be converted into numerical values by 

suitable transformation. This limits the applicability of statistical 

techniques and increases the preprocessing complexity. 

Parametric methods assume the knowledge of a parametric distri-

bution model to fit the normal data. A small value for the proba-

bility density function of the parametric distribution indicates that 

the data object is an outlier. 

Nonparametric methods are used when a prior knowledge of the 

distribution model is not available. In nonparametric methods, a 

statistical model is determined based on the nature of the data 

objects in the data set. Parametric methods are faster than nonpar-

ametric methods as the model structure is already determined. The 

advantage of nonparametric methods is the flexibility in determin-

ing the distribution model structure. 

Semi-parametric methods combine the advantages of both the 

parametric and the nonparametric methods. Semi-parametric 

methods are not limited by a single distribution model, but they 

use multiple local distribution models. 

3.5. Proximity based methods 

Proximity based methods are developed on the assumption that the 

distance from a normal data object to its nearest neighbors is very 

small compared to the distance from an outlier to its nearest 

neighbors. Normal data instances are assumed to form dense re-

gions and outliers form sparse regions. Proximity based methods 

need a similarity or distance measure defined between two data 

objects to compute the outlier score of each data object. The effec-

tiveness of the methods relies on this measure. Proximity based 

methods have limited use where a similarity or distance measure 

cannot be obtained and they are not suitable to detect collective 

outliers. Proximity based outlier detection methods can be divided 

into different categories like distance based methods, density 

based methods etc. 

Distance based methods compute the distances among data objects 

using a suitable distance measure or similarity measure. A data 

object is considered as an outlier if its distances to most of the data 

objects are comparatively greater than its distance to other data 

objects. Distance based methods are not suitable for determining 

outliers in high dimensional data because of its complexity in 

calculating distances among all data objects. The outlier score 

assigned with each data object is determined from the distance to 

its nearest neighboring data objects. 

Density based methods consider the data objects lying in low den-

sity regions as outliers and objects in high density regions as nor-

mal data objects. These methods are developed on the assumption 

that there is not any significant difference for the density around 

the normal objects and the density around their neighbors whereas 

there is substantial difference for the density of outliers and the 

density of their neighbors.  

3.6. Classification based methods 

Classification based approaches use learned classifiers from a data 

set containing labeled data objects to classify the data objects into 

classes [5]. These methods build a classifier in the training phase 

using the labeled data objects and classify the data objects during 

testing phase into normal objects or outliers.  

Based on the nature of class labels, the classification based meth-

ods are categorized into one-class and multi-class classification. 

One-class classification describes normal data objects only and all 

data objects rejected by the testing phase belong to the outliers. In 

multi-class classification, boundaries among multiple classes are 

learnt and test data objects belong to one of the classes which can 

be either normal classes or outliers. 
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3.7. Clustering based methods 

Clustering based methods divide the data set into different groups 

called clusters, where each cluster contains similar objects. Data 

objects in large and dense clusters are normal data objects and 

other data objects are outliers. Hence outliers can be data objects 

in small and sparse clusters, or can be data objects that are not part 

of any cluster, or can be data objects within a cluster which is far 

from all other clusters [2]. 

3.8. Comparison of outlier detection methods 

The advantages and limitations of various outlier detection meth-

ods are given in Table 1. This table shows that the suitability of a 

particular method depends on the data set domain. 

 
Table 1: Comparison of Outlier Detection Methods 

Method References Advantages Limitations 

Parametric  
Hodge et al [3] 
Neagu et al [11] 

Once the model is learned, simple to im-

plement. 

Computational complexity is less. 

Prior knowledge of data distribution is needed. 

For sophisticated models, cost for approximating the 

best parameter values is high. 

Non-parametric 
 

Wang et al [12] 
Hodge et al [3] 

Prior knowledge of model structure is not 

needed 

Supervised setting is not needed. 

Difficult to construct statistical test for high dimensional 

data sets.  

Difficult to capture contextual anomalies. 

Neural Networks-Based 
Lu et al [8] 

Ferdosi et al [13] 

Applicable for multi-class settings. 

Can learn complex class boundaries. 

Susceptible to the curse of dimensionality. 

Suffer slow training. 

Support Vector Ma-

chines-Based 

Wang et al [14] 
Liu et al [15] 

Rajasegarar et al 

[16] 

Faster for one-class setting. 

Applicable to poorly balanced data sets. 

Computationally complex. 

Not suitable for multi-class settings. 

Rule-Based 
Ekizoglu et al.[17] 

Kao et al [18] 

Applicable for multi-class settings. 

More flexible and incremental. 

Needed accurate data labels, which may not be availa-

ble. 

Computational cost is high for complex domains like 
text and pattern matching. 

Partitioning  
Jia et al.[19] 

Anguilli et al.[20] 

Effective for small- to medium-size data 

sets. 
Less computational complexity. 

Difficult to find clusters of arbitrary shape. 

Count of clusters to be defined initially. 

Hierarchical  
Zhang et al. [21] 

Xu et al. [22] 

No need to define the count of clusters 

initially. 
Less computational time. 

Cannot correct erroneous merges or splits. 

Not suitable for streaming data. 

Density based 
Mandhare et al [23] 
Gagoi et al [6] 

Can be used with arbitrarily shaped clus-

ters. 
Need not specify the count of clusters 

initially. 

Difficult for border points. 

Threshold setting is difficult for large and dynamic data 

sets. 

Distance based 
Anguilli et al.[20] 
Papadopoulos et al 

[10] 

Algorithms are simple and easy to imple-
ment. 

Applicable to multiple domains. 

Difficulty in detecting a group of outliers 

Computational cost is high for large data sets. 

Grid based 
Gu et al [24] 

Xiang et al [25] 

Complexity is linear to data size. 
Does not make any assumption on the 

underlying distribution. 

Grid resolution is difficult for sparse and large data sets. 

It is a compromise between performance and accuracy. 

4. Conclusion 

In this fast growing world, outlier detection plays a vital role in a 

number of application domains. This paper presents the im-

portance of outlier detection in data mining and provides the fea-

tures of various outlier detection methods in the literature. We 

have presented different methodologies for outlier detection in 

data mining area and discussed the merits of each method and 

their application domain. There is not any single generic outlier 

detection method, but specific methods are to be used based on the 

assumptions on class labels, type of data, scalability, distribution 

model, dimensionality etc. A comprehensive survey of the various 

categories of outlier detection methods such as statistical methods, 

proximity based methods, classification based methods and clus-

tering based methods is presented in this paper. The classification 

of outlier detection methods depending on class labels into super-

vised, unsupervised and semi-supervised has also been presented. 
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