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Abstract 
 

This paper proposes an enhanced fuzzy time series (FTS) prediction model that can keep some information under a various level of con-

fidence throughout the forecasting procedure. The forecasting accuracy is developed based on the similarity between the fuzzified histor-

ical data and the fuzzy forecast values. No defuzzification process involves in the proposed method. The frequency density method is 

used to partition the interval, and the area and height type of similarity measure is utilized to get the forecasting accuracy. The proposed 

model is applied in a numerical example of the unemployment rate in Malaysia. The results show that on average 96.9% of the forecast 

values are similar to the historical data. The forecasting error based on the distance of the similarity measure is 0.031. The forecasting 

accuracy can be obtained directly from the forecast values of trapezoidal fuzzy numbers form without experiencing the defuzzification 

procedure. 
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1. Introduction 

To overcome the drawback in the classical time series method, [1] 

proposed the fuzzy time series (FTS) prediction model. The dis-

crete fuzzy set was used to represent the time series data, and the 

forecast value in terms of discrete fuzzy set was produced. A large 

number of studies have been carried out to improve the procedure 

of FTS in [1] such as by [2-4]. [2] proposed a model to improve 

the length of the interval by utilizing a new method and [3] pro-

posed the FTS forecasting model which can deal with seasonal 

time series data. In another study, [4] proposed a higher order-

forecasting model based on automatic grouping strategy and gen-

eralized FLR. 

[5-6] used trapezoidal fuzzy numbers (TrFNs) to denote the lin-

guistic term of the data, and produced the forecast values of TrFNs 

form. [1-6] defuzzified the forecast values to crisp values, and the 

forecasting accuracy such as mean absolute percentage error 

(MAPE), mean square error (MSE), and root mean square error 

(RMSE) was calculated. The defuzzification procedure produces 

the forecast values of single point form, and thus some infor-

mation under a various level of confidence that kept throughout 

the forecasting procedure has been dissipated from the data.  Fig-

ure 1 shows the process for obtaining the forecasting accuracy for 

[1-6]. 

This paper proposes an improved fuzzy forecasting model based 

on frequency density [7], and area and height similarity measure 

[8]. The frequency density partitioning method redefines the inter-

vals based on the frequency of data onto each interval. This parti-

tioning method reflects the distribution of data, and discards the 

interval of no distribution of data. The similarity measure concept, 

which portrays the level of likeness between two comparing ob-

jects, is generally utilized as a part of numerous applications, for 

example, pattern recognition, decision-making, and machine 

learning. In this study, the similarity measure is applied to com-

pare the similarity between the forecast values and historical val-

ues. The forecasting accuracy of this FTS model is based totally 

on the degree of similarity between the forecast values and histori-

cal values. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: The process for obtaining the forecasting accuracy from the previ-

ous methods [1-6] 

 

This paper is organized as follows: The basic definition of FTS, 

TrFNs, and fuzzy similarity measure are presented in section two. 

Section three presents the proposed FTS model based on frequen-

cy density and similarity measure; section four illustrates the pro-

posed technique by using the data of unemployment rate in Ma-

laysia. The conclusion is presented in section five. 
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2. Preliminaries 

This section briefly reviewed some fundamental concepts on FTS 

[1, 5, 9], TrFNs [10] and the similarity measure of area and height 

type [8]. 

Definition 1:  

Let Y(t) (t = …, 0,1,2,…) be a subset of ℜ and Y(t) be the universe 

of discourse defined by fuzzy set μi(t)(i = 1,2,…), then H(t) is 

named as FTS on Y(t) (t = …, 0,1,2,…), [9]. 

Definition 2:  

Let H(t) is an FTS. H(t) is produced from H(t−1) if there exists a 

fuzzy relationship Q(t−1, t) such that H(t) = H(t−1)   Q(t−1, t) 

whereby   denotes as a fuzzy operator. The relationship can be 

denoted as H(t−1)→ H(t), [9]. 

Definition 3:  

Suppose that H(t−1) = Ci and H(t) = Cj. The fuzzy logical rela-

tionship (FLR) can be defined as  Ci → Cj where Ci  is the left-

hand side and Cj is the right-hand side of FLR. If the FLR on the 

left-hand side has the same fuzzy set, then the FLR can be further 

classified into the same FLR group, [5]. 

Definition 4:  

A trapezoidal fuzzy number (TrFN) denoted as P = (p,q,r,s) is 

defined by the membership function as follows, [10]: 

 

 

 

 

 

 

 

 

 

 

Definition 5:  

Let M = (m1,m2,m3,m4;hM) and N = (n1,n2,n3,n4;hN) be two gener-

alized TrFNs. The degree of similarity between M and N is denot-

ed by S(M, N) and defined as [8], 
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3. Proposed Fuzzy Time Series Forecasting 

Model 

This section presents the proposed FTS forecasting model that 

consists of 10 steps. Steps 1 to 9 is the development of the model 

for producing the forecast values of TrFNs form. Step 10 is the 

process to calculate the forecasting accuracy (as shown in Figure 

2). 

Step 1: Collect the historical data Dt and determine the minimum 

and maximum data denoted by Dmin and Dmax respectively.  

 

Step 2: The universe of discourse is defined as  

            V = [Dmin – a1, Dmax+ a2]  

whereby a1 and a2 are two appropriate positive real numbers. 

Step 3: By using the randomly chosen length method, divide the 

universe of discourse V into m equal length intervals v1, v2, v3, …, 

vm. 

Step 4: Count the frequency of the historical data included within 

the interval. Classify and sub-partition the interval based on their 

frequency density. The interval with the highest frequency is clas-

sified as Class 1 and is divided into four sub-partition. Table 1 

shows the detailed classification and sub-partition of the interval. 

 
Table 1: Partition of Sub-interval 

Level of Frequency Numbers of    

Interval 

Class Number of Sub-

interval 

Highest 1 4 

Second highest 2 3 

Third highest 3 2 

Fourth highest and above 4 1 

 

Step 5: Based on Table 1, list all the new sub-intervals w1, w2, 

w3, …, wk. 

Step 6: Based on the new sub-intervals obtained in Step 5, estab-

lish the new TrFNs as follows:  

C1 = (d0,d1,d2,d3), C2 = (d1,d2,d3,d4), …, Ck–1= (dk–2,dk–1, dk, dk+1), 

Ck = (dk–1, dk, dk+1, dk+2). 

Step 7: Transform the historical data Dt to TrFNs form. If the 

value of the historical data is located in the range of wk, then it 

belongs to TrFN Ck. 

Step 8: Establish the FLR and FLR group based on Definition 3.  

Step 9: Based on the heuristic rules from [11], calculate the fuzzy 

forecasted value Ht in the form of TrFNs. Normalize the Ht and Dt. 

Step 10: Calculate the similarity of  Ht and Dt by using area and 

height similarity measure approach from Definition 5 [8]. Then, 

calculate the forecasting error which is defined as  

D = 1− avgS(M, N) whereby avgS(M, N) is the average degree of 

similarity between TrFNs M and N. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 2: The process for obtaining the forecasting accuracy for the proposed 
method 

4. Numerical Example 

The proposed FTS forecasting model is illustrated using the data 

of the unemployment rate in Malaysia from the year 1982 to 2013 

[12] (shown in Figure 3).  

 

Step 1: Based on the unemployment rate data from [12], Dmin = 

2.4% and Dmax = 7.4%. 

Step 2: By choosing two appropriate numbers as a1 = 0.4 and a2 = 

0.6, the universe of discourse is defined as V = [2.0, 8.0]. 

Step 3: By choosing at random the interval length as 0.75, the 

universe of discourse V is divided into eight equal length as fol-

lows: v1=[2,2.75], v2=[2.75,3.5], v3=[3.5,4.25], v4=[4.25,5], 

v5=[5,5.75], v6=[5.75,6.5], v7=[6.5,7.25], v8=[7.25,8]. 
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Fig. 3: Data of unemployment rate in Malaysia from 1982 to 2013 [12] 

 
Step 4: The frequency, classification, and sub-interval are shown 

in Table 2. 

 
Table 2: Classification and sub-interval of unemployment rate data 

Interval Frequency Class Number of 

Sub-interval  

v1=[2,2.75] 2 3 2 

v2=[2.75,3.5] 16 1 4 

v3=[3.5,4.25] 7 2 3 

v4=[4.25,5] 2 3 2 

v5=[5,5.75] 2 3 2 

v6=[5.75,6.5] 0 4 1 

v7=[6.5,7.25] 1 4 1 

v8=[7.25,8] 2 3 2 

 

Step 5: Based on the number of sub-interval in Table 2, there are 

17 new sub-intervals obtained which are w1=[2,2.375], 

w2=[2.375,2.75], w3=[2.75, 2.938], w4=[2.938,3.125], 

w5=[3.125,3.313], w6= [3.313,3.5], w7=[3.5,3.75], w8=[3.75,4], 

w9=[4,4.25], w10=[4.25,4.625], w11=[4.625,5], w12=[5,5.375], 

w13=[5.375,5.75], w14=[5.75,6.5], w15=[6.5,7.25], w16=[7.25,7.625], 

w17=[7.625,8]. 

Step 6: The linguistic term of unemployment rate in TrFNs form 

are given as follows: 

C1=(1.625, 2, 2.375, 2.75), C2=(2, 2.375, 2.75, 2.938), … , 

C16=(6.5, 7.25, 7.625, 8), C17=(7.25, 7.625, 8, 8.375). 

Step 7: Table 3 shows the fuzzified unemployment rate in Malay-

sia for the year 2008 to 2013. 

Step 8: Table 4 presents the FLR group of the unemployment rate. 

 
Table 3: Fuzzified unemployment rate in TrFNs form 

Year  Unemployment 

rate 

TrFNs 

2008  3.3 A5 

2009  3.7 A7 

2010  3.3 A5 

2011  3.2 A5 

2012  3 A4 

2013  3.1 A4 

 

Table 4: FLR group of unemployment rate 

Group  FLR Group FLR 

 

2 

 
3 

 

4 
 

 

5 
 

C2→ C2, C2→ C5 

C4→C2, C4→ C2,  

C4→ C2 
C5→ C4, C5→ C5,  

C5→ C6, C5→ C7 

C6→ C4, C6→ C5,  
C6→ C6, C6→ C5, 

C6→ C8 

C7→ C4, C7→ C5,  
C7→ C6, C7→ C9 

6 

7 

8 
9 

10 

11 
12 

13 

 

C8→ C11 

C9→ C7 

C10→ C7, C10→ C9 
C11→ C13 

C13→ C10, C13→ C16 

C15→ C13 

C16→ C15, C16→ C16 

C4→ϕ 

 
Step 9: Based on the heuristic rules from [11], the fuzzy forecast 

value Ht is calculated. The values of Ht for the year 2008 to 2013 

are shown in Table 5. To normalize the historical data Ct and fore-

cast Ht, Ct and Ht are divided by 10. 

 

Table 5: Fuzzy forecasted unemployment rate for year 2008 until 2013 

Year Fuzzy historical data Fuzzy forecasted 

2008 

2009 

2010 

2011 
2012 

2013 

(2.938, 3.125, 3.313, 3.5) 

(3.313, 3.5, 3.75, 4) 

(2.938, 3.125, 3.313, 3.5) 

(2.938, 3.125, 3.313, 3.5) 
(2.75,2.938,3.125, 3.313) 

(2.75,2.938,3.125, 3.313) 

(3.031, 3.219, 3.422, 3.641) 

(3.031, 3.219, 3.422, 3.641) 

(3.141, 3.344, 3.547, 3.797) 

(3.031, 3.219, 3.422, 3.641) 
 (3.031, 3.219, 3.422, 3.641) 

(2.625, 2.875, 3.125, 3.333) 

 

Step 10: Based on the normalized Ct and normalized Ht, the area 

and height similarity measure [8] is calculated as shown in Table 

6.   
Table 6: The area and height similarity measure (Year 2008- 2013) 

Year Similarity Year Similarity Year Similarity 

1983 0.953 1994 1 2004 0.995 

1984 1 1995 0.955 2005 0.997 

1985 1 1996 0.944 2006 0.976 

1986 0.851 1997 0.958 2007 0.988 

1987 0.963 1998 0.958 2008 0.988 

1988 0.963 1999 0.991 2009 0.966 

1989 1 2000 0.957 2010 0.974 

1990 0.851 2001 0.953 2011 0.988 

1991 1 2002 0.997 2012 0.969 

1992 1 2003 0.978 2013 0.990 

1993 0.924     

 

Table 6 shows the degree of similarity for the years 1984, 1985, 

1989, 1991, 1992 and 1994 are equal to one. It demonstrates that 

19.4% of the forecast unemployment rate is precisely similar with 

the actual value. 100% of the forecast values have more than 85% 

degree of similarity and on average the forecast values have 

96.9% similarity with the actual value.  The forecasting error 

based on the distance of the similarity measure is 0.031 compared 

to 7.62% for the MAPE value. According to [13], MAPE is the 

most helpful measurement to investigate the accuracy of forecasts 

between various elements as it measures relative performance. 

Based on the scale of forecasting accuracy from [13], the MAPE 

value indicates that the forecasting model has a good forecast. 

However, in order to obtain the MAPE values, the forecast values 

of TrFNs need to be transformed to crisp numbers via defuzzifica-

tion process.   

5. Conclusion  

In this paper, the forecasting accuracy is developed based on the 

area and height type of similarity measure concept. The forecast-

ing accuracy can be obtained directly from the forecast values of 

TrFNs form without experiencing the defuzzification procedure as 

compared to most of the previous studies of FTS such as [1-6] (as 

shown in Figures 1 and 2). The proposed FTS model preserves the 

forecast values of TrFNs form and thus able to keep some infor-

mation under various level of confidence from being lost. 
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