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Abstract 
 
High utility itemset mining is a eminent data mining technique used for acquiring the itemsets with high utility among the transactional 
dataset. As it supports various proposed analysis, it is adopted in a distinct domain applications, ranging from network to medical records 

data. At present there is huge amount of data generation from various sources, different algorithms have been promoted to handle such a 
data and also used to recognize high utility itemsets. This research, evaluates MUP-Growth (Multithreaded Utility pattern growth) algo-
rithm to address the high utility itemset mining problem in big data domain with minimum amount of time constraints. The information 
of such a high utility itemset is maintained in tree data structure known as UP-Tree(utility pattern tree). In this paper, we propose a new 
framework for mining top-k high utility itemset, where k is the desired number of HUIs to be mined. Performance of proposed algorithm 
is computed on different datasets and compared with previous approach. Experimental evaluation shows that proposed algorithm out 
performs better in terms of time constraints. Finally, based on the research, it gives forthcoming research direction to expand any applica-
tion in the region of pattern mining by selecting the proper combination of these technologies. 
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1. Introduction 

In recent years, increasing the amount of the data has become very 
challenging for data analysis systems. There is a need of an im-
portant set of some techniques that can extract the effective and 
useful knowledge from the huge data. Its very challenging for the 
researchers, because the traditional techniques of data mining 
were not able to handle such kind of complicated data in effective 
manner. By using such traditional techniques researcher has to 
face problems like some popular techniques had to be redesigned 
from the scratch for new platform[2]. 

Every social sites and digital process produce the big data. Huge 
data is very hard to process as it contains the information of the 
records of number of people, which includes everyday tremendous 
data from various fields (like social networking sites, videos etc). 
In the IT field big data is a largest term. To analyze such a huge 
data which may be in structured or in unstructured format, big data 
analytics is essential for processing of complex and huge datasets. 
There are some traditional centralized mining algorithms[2]. But 

these algorithm are efficient only when all the dataset is loaded in 
the main memory. As they are not designed for the parallel and 
distributed environment, they can not deal with the big data. 
Data mining with the machine learning is the main area of the 
research on which big data analytics is depend[2]. In big data 
analysis, pattern mining from large datasets is a basic problem. 
There are various pattern mining approaches, such as frequent 
pattern mining[2], [17], [22], [21], [18], [19], weighted pattern 

mining [12], [11], association rule mining[1]. 
Among the various approaches for mining essential information 
from datasets frequent pattern mining[2] technique has been wide-

ly applied on various databases, application domains, such as 
Healthcare to predict next medication[12], traffic data biological 
data, in decision support system, mobile environment[30], YAFIM 
algorithm[20] to discover relationship between medicines, [32], 
[33] Biomedical big data, -omic and EHR data. 
 

Table 1: Transaction Table and their Transaction Utility (TU) 

TID Transaction TU 

T 1  (A,1) (C,10) (D,1) 17 

T 2  (A,2) (C,6 ) (E,2)(G,5) 27 

T 3  (A,2) (B,2) (D,6) (E,2)(F,1) 37 

T 4  (B,4 ) (C,13) (D,3) (E,1) 30 

T 5 (B,2) (C,4) (E,1)(G,2)  13 

T 6  (A,1) (B,1) (C,1) (D,1)(H,2) 12 

 
Table 2: Profit Value of Each Item in Transaction Table 

Item A B C D E F G 

Profit 5 2 1 2 3 5 1 

 
Though, importance of each frequent item is not considered in 
frequent pattern mining approach. Thus, weighted association rule 
mining was developed [24]. However, with the weight of items, 
quantities of that items are not considered in association rule min-
ing. Therefore the requirements of retail stores are not satisfy, who 
are looking for the itemsets with profit i.e., weight as well as pur-
chase quantity of that item. 
To overcome this issue, expert presents high utility itemset mining 

field[31], [29],which is two phase scanning approach. i) In first 
phase scan, it calculate the Transaction Utility (TU) and Transac-
tion Weighted Utility (TWU) of that itemsets. ii)In second phase 
scan, generates the PHUI from constructing global UP-Tree [31]. 
This approach maintains the quantities of that item along with its 
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weight. It gives better performance and full fill the requirements 
of the users. Table 1 and table 2 gives the transaction dataset and 
profit values for each item to calculate importance/quantity of 
item. 
This paper is formulated as: After introductory part, Second sec-
tion gives definition of some terms that need to be understand. 
Then carried out a survey of related work in third section. While 
fourth section introduces the propose work along with system 

block diagram. Fifth section represents mathematical representa-
tion of system. Experimental evaluation is done in sixth section 
along with that performance measures are stated in seventh sec-
tion. Afterword, in conclusion section, it is concluded that propose 
approach performs better than previous approach related to time 
constraints. 

2. Background 

In this section, before going through review there are some terms 
that needs to be identify in problem of utility mining are defined. 
As database having finite set of items, , I=i1, i2, .., in ,each item i 

has profit value pr(ip) which is maintained in the profit table in 

database as shown in Table 2. Transaction database, as shown in 
Table I contains the set of transactions like, D = T1, T2, .., Tn and 

each transaction Td has a unique identifier, TID (Transaction Iden-

tifier). Each transaction is maintained with its quantity such as 
q(id, Td) i.e., combination of item name id and its purchase count 

in Td transaction. 

 
Definition 1: Transaction Utility (TU) of transaction is defined 
as the summation of item’s (profit value)*(quantity of item) 
 

TU (T) = Σ pr(id ) * q(id, Td )                                                         (1) 
 
For example, consider T1 transaction from Table 1 and profit 

value from Table 2. 
 
TU(T) = Σ pr(id ) * q(id, Td )                                                          (2) 
 

= pr(A)∗q(A, Td)+pr(C)∗q(C, Td)+pr(D)∗q(D, Td)         (3) 

 

= (5 ∗ 1) + (1 ∗ 10) + (2 ∗ 1) = 5 + 10 + 2 = 17 

 
Definition 2: Transaction Weighted Utility i.e., TWU is defined as 
the summation of all the transaction utility TU of each transac-
tion in which it is occured i.e. 
 

TWU (i) =Σ i  Td ˄Td  D TU (Td)                                          (4) 

 
For example, from Table 1 consider TWU for item A , 
 
TWU (A) = Σ TU (Td) = TU (T1) + TU (T2) + TU (T3) + TU (T6) 

= 17 + 27 + 37 + 12 = 93 
 
Definition 3: Potential High Utility Itemset PHUI is defined as, 
the itemset with high utility i.e., it is a set of items which having 
Transaction Weighted utility ≥ min utility threshold value. Such 
as, A: 93, B: 92, C:  99, D: 96, E: 107 from Table 1 and Table 2. 
 

3. Review of literature 

This section represents the various approaches to cope with the big 
data mining problem. Before reviewing the various research arti-
cles for the proposed system, extensive studies have been carried 
out for mining frequent patterns in big data[2], [15], [21], [18], 

[19], [16], [20], [17], [22] and issues among them. It is widely 
recognized that there are various mining algorithms, [2], [21], 
[17]. 

Discussed [3], [5], [6]about the big data challenges, security and 
privacy risks in big data. Survey on big data domain has been 
carried out[7], [8], [4], [9] and examines various techniques and 
challenges of big data. Also, states [10] the usage of big data in 
several areas like data mining, cloud computing, Banking, [35], 
[34]-omic healthcare data, EHR data, etc. 
There are some issues of frequent pattern mining approach like, 
sequential pattern mining[12], [11]used for identifying transient 

relationship between medications and Association Rule Min-
ing[1].To address this issue of sequential pattern [13] proposes 
incremental algorithm to mine HUS from the Incremental Data-
base. Experimentally, they have proved that the proposed algo-
rithm executes much faster than existing algorithm. It does not 
need to re-scan data hence memory is also saved.  
One of the famous algorithm for association rule mining is Aprio-
ri[14], [1]used for mining large dataset. To address the issues in 

traditional apriori algorithm [15] has proposed top k algorithm 
which is objective directed. As traditional approach (Apriori) does 
not hold anti monotone pruning strategy. Here, they have proposed 
such pruning strategy which allows low utility itemsets to be 
pruned on anti monotone strategy without requiring a user speci-
fied utility and hence provides efficient result. In future work, they 
can include this scheme for FP tree algorithm. 
Afterword, pattern growth mining algorithm were proposed like 

FP-Growth[16], [22], [14] used to mine frequent itemsets. It hav-
ing various advanced versions such as ,R- PFP growth algorithm 
to achieve recursion to provide parallelism[22],IPFP an improved 
PFP algorithm [19],BPFP [17] which uses simple strategy of 
grouping, YAFIM [21] in medical application to discover the rela-
tionship between medicines. 
As per the survey carried out on the frequent pattern mining,[14], 
[16], [2], [22], [20], [18], [23] FP-Growth performs better than 
apriori as it discover the frequent itemset without generating can-

didate itemsets [16], [14] and scans the database only twice. As 
candidate generation is costly specially for long datasets, [16] 
proposed Frequent Pattern Tree(FP Tree) approach. This approach 
is scattered in 3 parts; first data is compressed, then FP tree is 
constructed without using candidate key and then finally divide 
and conquer technique is applied. They have concluded that FP 
tree is faster than Apriori Algorithm. 
In the framework of frequent itemset mining pattern, item’s im-

portance is not considered. Therefore weighted association rule 
mining was developed[25], [24] have improved the drawback of 
traditional association rule by providing weights to each items and 
has proposed Weighted Association Rule (WAR) concepts. Initial-
ly they find frequent items without associating weights to the 
items and then after getting results, they associate weight to those 
items and then again find frequent items. Experimental result 
shows that this paper results better results than traditional method 

but mining performance was not good. To resolve this issue 
downward closure property was introduced [26]. 
Although, importance of items is considered with the help of 
weighted association rule mining, quantity of item in particular 
transaction is not taken into consideration. Thus, extensive studies 
[29], [15], [27], [28], [31], [30], [32] have been addressed this 
issue.[33] has surveyed 2 major problems regarding HUI. Also, 
when vertical data format was applied on HUI, it had problem to 

handle the data having similar transactions hence it failed to re-
duce the size of data base. To overcome all these problems, they 
have proposed HUITWU algorithm. This algorithm executes re-
sult in less time and less space. Then [29] offers an efficient re-
search method for high utility pattern mining for handling incre-
mental databases, while considering many insertions, deletions, 
and modifications with the currently available memory size. Here, 
they have proposed three tree structures to efficiently perform 

incremental and interactive HUP mining. The initial one is Incre-
mental HUP Lexicographic Tree structure, second one is IHUP 
Transaction Frequency Tree and the next one is IHUP Transaction-
Weighted Utilization Tree which is based on TWU value in de-
scending order. 
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4. Proposed system 

The proposed system architecture consists of three steps:  
1) It scans the database twice and construct the global UP-

Tree, which computes the transaction unit (TU) and TWU 
transaction weighted unit,  

2) In second step, local UP-Tree is generated by removing un-
promising items and  

3) Finally, it identifies the high utility itemsets. 
The overview of the proposed system architecture is illustrated in 
fig. This fig.1 shows that system having some datasets to discover 
the potential high utility itemsets from it. In that first data prepro-
cessing is done, afterword global UP-Tree is constructed on the 
basis of Transaction Utility (TU) and Transaction Weighted Utility 

(TWU) of the item in the transaction set of dataset. Then, from 
that TWU , unpromising item less than min utility i.e.,the item 
which having TWU less than threshold value(min utility) are get 
removed from transaction to achieve the set of items which having 
more profit value, which is usefull for the user. Then, local UP-
Tree is constructed by removing local unpromising itemset for 
each item in transaction for each path. 

4.1. Proposed data structure: UP-Tree 

To improve the performance of mining technique and to avoid the 
repeated scanning of database, expert uses a compact tree struc-
ture, called UP-Tree structure. It uses pruning technique to remove 
the unpromising items from the dataset. Maintains the da-
ta/information of high utility itemset and transaction dataset in tree 
format. Elements required for constructing UP-Tree and strategy 
to construct UP-Tree is given in the following section with exam-

ple. 
 

 
Fig. 1: PHUI Generation Using UP-Tree Data Structure. 

4.1.1. Elements of UP-tree 

UP-Tree having, N as a element node, N.name gives the name of 
each node, N.nu is the node utility, N.Parent is the parent node, 
N.hlink is the node link points to the node having item name same 
as N.name. 

4.1.2. Strategy DGU to construct global up-tree and local up-

tree 

Proposed system uses two scan approach for mining high utility 
items from the datasets and it uses tree data structure for the same. 

After data preprocessing, global UP- Tree is constructed with two 
scan. In first scan,Transaction Utility (TU) of each transaction and 

Transaction Weighted Utility (TWU) of each item from the trans-
action set is computed. Then ,unpromising items i.e., the items 
whoes TWU is less than the min utility value (threshold) get dis-
carded from the transaction table and again calculate the TU 
(Transaction Utility) of each remaining transaction by removing 
the unpromising items called as RTU (Reorganised Transaction 
Utility). 
 

Definition 4: Reorganised Transaction Utility RTU is the value 
obtained from subtracting the profit value of unpromising item 
with its quantity from Transaction Utility TU of that transaction 
which contains such unpromising items. i.e. 
 
RTU (T) = TU (T) − pr(upr(id)) ∗ qupr(id, Td)                      (5) 

 
where, upr(id) is unpromising item and qupr(id, Td) is qauntity 

of unpromising item. 
For example , 
From Table 1 TWU of each item is, T W U (A) : 93, T W U (B) : 
92, T W U (C) : 99, T W U (D) : 96, T W U (E) : 107, T W U (F ) : 
37, T W U (G) : 40, T W U (H) : 12. From that, discard global 
promising items having value less than min utility is 
50.Remaining are,A:93,B:92,C:99,D:96,E:107 maintained in 
header table as shown in Table 3 .Now, from this reorganized 
items, RTU is computed as shown in Table 4. 

 
Table 3: Itemset after Discarding Unpromising Items with Its RTWU 

(Reorganized Twu) 

Item E C D A B 

RTWU  107 99 96 93 92 

 
Table 4: Reorganized Transaction Table with their RTU‘s 

TID Transaction RTU 

T 1  (C,10) (D,1) (A,1) 17 

T 2  (E,2) (A,2) (C,6 ) 22 

T 3  (E,2) (D,6) (A,2) (B,2) 32 

T 4  (E,1) (C,13) (D,3) (B,4 ) 30 

T 5 (E,1) (C,4) (B,2) 11 

T 6  (C,1) (D,1) (A,1) (B,1) 10 

 
Then, in second scan construct, global UP-Tree on that transaction 

database table by using RTU instead of TWU.DGU (discarding 
global unpromising item) strategy gives us better performance by 
removing unpromising items from the large datasets. Global UP-
Tree is constructed by calculating node utilities N.nu of each node 
in each transaction as shown in fig. 2. 
 
Definition 5: Node utility N.nu of each node in the transaction is 
calculated By, subtracting the summation of each items (profit 

value) * (quantity of that item) except node in N.nu. 
 
Nitem.Nu = RTU (T) − Σ pr (id) * q (id, T1)                             (6) 

 
For example, consider transaction T (1) from Table 4. 
 
T (1) = (C, 10) (D, 1) (A, 1) 

 
For first node in transaction where , Nitem is C , 

 
NC.Nu = RTU (T1) − Σ PR (id) * q (id, T1)                               (7) 

 
= RTU (T1) −pr (D) * + pr (A) * 1 = 17− (2+5) = 10. 
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Fig. 2: UP-Tree by Applying Strategy DGU. 

 
Thus ,node utility of node C is 10. Now, for second node D, 
 
ND.Nu = RTU (T1) − Σ pr(id ) * q(id, T1 ). 

 

= RTU (T1) − pr(A) * 1= 17 − 5 = 12. 

 
Node utility of remaining item A is, 
 
NA.Nu = RTU (T1) = 17. 

4.2. The proposed mining method: MUP-growth 

After constructing global UP-Tree, construct the Local UP-Tree, 
where some part of the global Tree get considered. Afterword, 
local unpromising items from that tree get removed. Finally, PHUI 
generation is done using MUP-Growth (Multithreaded UP-
Growth) algorithm and performance is increased as it requires less 
time for computing PHUI by providing multithreading concept. 
Most popular approach to mine patterns is FP-Growth [16], [2], 

but it is observed that FP- Growth does not maintain the quantity 
of the items in the transaction i.e., profit value is not maintained. 
To address this issue, MUP-Growth algorithm is proposed which 
is extended version of UP-Growth algorithm with multithreaded 
approach. Which gives us the PHUI generation in minimum time 
constraints along with profit value. 

4.2.1. DLU strategy (discarding local unpromising items) 

In this, calculation of path utility of the items or each node’s path 

utility in the tree is given. 
 
Definition 6: Path Utility PU of path P for (in) − CPB is pu(P, 

(in) − CPB) ,where Nin in the node utility and P is the re-

trieved path from Nin in the UP-Tree 

 
For example, consider node B, Here  
{B} – CP B is NB.nu 

Bhlink → B i.e., summation of all the node utilities of the node 

having same name as B. 
Thus, Bhlink B = 10 + 11 + 30 + 32 = 83.Now, by tracing all 
the path from B resultant paths are, 
 
B= {< ADC >: 10, < CE >: 11, < DCE >: 30, < ADE >: 
32} 
 
Now, next step is to calculate local utility i.e., summation of all 

the utility of node in which they occurred. 
 
{A} = 10 + 32 = 42 
 
{D} = 10 + 30 + 32 = 72 
 
{E} = 11 + 30 + 32 = 73 
 

{C} = 10 + 11 + 30 = 51 
 
{B} = 83 
 

Afterword ,remove the local unpromising items i.e., the items 
which having value less than threshold value. In our example, A 
having the local utility less than 50 ,which is 42.Thus,remove A 
from that path by subtracting the profit value from that path 
utility, i.e.,< ADC >:< DC >= 10 − 5 = 5, < ADE >:< ED >= 
32 − 5 = 27. 
In this way, by discarding local unpromising item from each path 
local UP-Tree is constructed for each path. 

5. Mathematical model 

Let system S can be defined as: 
S = {T, P, TU, TWU, RT U, DLU, UP − T ree} 
 
T = set of transaction. 

 
P = set of profit of per item. 
 
TU = set of transaction utility per transaction. 
 
TWU = set of transaction weighted utilities per transaction X. 
 
RTU = set of recognized transaction utility. 

 
DLU = set of itemset having highest promising value. UPtree = 
UPtree consist set of node,each node having utility 
count(support count). 
 
T = t1, t2, tn 
 

P = P1, P2, Pk 
 
Where, k is total number of items. 
 
TU = tu1, tu2, tun 
 

TWU = tw1, tw2, twk RTU = rt1, rt2, rtp Where p << k 

 
DLU = x1, x2, xz 
 
Function f1 → takes the total transaction as input and calculate 

transaction utility. 
 
f1 → (t1, t2, TN) → (tu1, tu2, tun) 

Function f2 → reads transaction utility as input and calculate 

transaction weighted utilities. 
TU (Td) : Transaction utility of transaction Td. 

Function f3 → Removes the unpromising itemset and generate 

re-organized transaction utility. 
f3 (T U, TWU) → (T U, TWU) ≤ t, (r1, r2, rn) ∈ R. 

Where t is user defined threshold. 
Function f4 → takes RTU as input and generate UPtree for 

frequent itemset. 
f4 (RT U) → (r1, r2, .., rp) → (U P tree) 

Function f5→ reads the UPtree and generates PHUI 

i.e.,potentially high utility itemset. 
f5 (UPtree) → (phuI1, phuI2, .., phuIk ) ∈ PHUI 

Where, 

PHUI is ”Potentially high utility itemset of size ’k’. 

6. Experimental evaluation 

In this section expert examine the performance of proposed algo-
rithm. The experiment has been carried out on a 2.40GHz, Intel 
core 3 processor is used with 4GB memory. The Windows 7 Oper-

ating System is used for examine purpose. Implementation of 
algorithm is done using Java language. Real datasets such as 
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FoodMart, chess utility, retail stores obtained from UCI repository 
of machine learning database. 
 

Table 4: Time Comparison between Existing and Proposed Approach 

Approach 
RTU 

Time 

RTU Path 

Time 

PHUI Generation 

Time 

Existing Ap-

proach 
10 ms 16 ms 14 ms 

Proposed Ap-

proach 
5 ms 5 ms 4 ms 

 
Table 4 shows that in proposed approach time required for calcu-
lating RTU (Reorganised Transaction Utility), Reorganised Path 
calculation and potential high utility itemset generation (PHUI) is 
less than existing algorithms. 
 
Table 5: Time analysis between existing and proposed approach on vari-

ous datasets 

Dataset Proposed Approach Existing Approach 

Data1000 1000 ms 2000 ms 

Data5000 2000 ms 3000 ms 

Data10000 3000 ms 5000 ms 

Chess_utility_spmf 2000 ms 24000 ms 

Foodmart 4000 ms 5000 ms 

Retail_utility_spmf 900 ms 47000 ms 

 

Table 5, shows the time (in ms) comparision between proposed 
approach and existing approach on various datasets. Experimental 
result shows that proposed system require less time to generate 
high utility itemsets than the existing system. 

7. Performance comparison on different da-

tasets 

This part represents the performance comparison of proposed 
system with different datasets and different algorithms such as 
CHUI , D2HUp with MUP-Growth(Multithreaded Utility Pattern 
Growth) algorithm. As shown in figure 3 and figure 4 expert com-

pare the performance of proposed approach with foodmart and 
retail utility store datasets with respect to time factor, it shows that 
proposed algorithm MUP-Growth performs better than other exist-
ing algorithm. The main reason behind this is that expert used 
multithreaded approach in existing UP-Growth algorithm to in-
crease the efficiency of that existing algorithm. Fig. 5 shows the 
performance comparison under various datasets with proposed 
approach and previous approach. Proposed approach requires 

execution time less than previous approach time for the datasets. 
The data set which is test is in the text format stored in .txt format. 
For calculating experimental result following datasets are used, 

1) Food Mart. 
2) Chess Utility. 
3) Retail Utility. 

 

 
Fig. 3: Performance Analysis of Previous Algorithms and Proposed Algo-

rithm on Food Mart Dataset. 

 

 
Fig. 4: Analyze HUI Algorithm on Retail Stores Dataset Along with Pre-

vious Algorithm. 

 

 
Fig. 5: Performance Comparison under Various Datasets with Proposed 

Algorithm. 

8. Conclusion 

In this paper, first we present the overview of big data techniques. 
An efficient algorithm MUP-Growth have proposed, which gives 

high utility item set in two scans and requires less time to produce 
result. It uses FP-Growth as a basic structure and uses tree data 
structure known as UP-Tree. It resolve the issue of FP-Growth, as 
there is only frequent item sets are generated but in case of MUP-
Growth, it gives us frequent items also and from that it gives high 
utility items. It is useful to extract the profitable items from the 
transactional database and useful for storing only essential infor-
mation in database. Moreover, we proposed some techniques 

which enhance the high utility mining performance. Experimental 
evaluation is carried out on various datasets to compute the per-
formance evaluation. From performance measures it is concluded 
that proposed system improves the performance by reducing num-
ber of candidate itemset generation and also reduce the PHUI 
generation time.Such a techniques can be used in various fields 
like web usage mining, in large datasets to mine high utility 
items,etc. 
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