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Abstract 
 
The continuous growth in the size and use of the Internet is increasing the difficulties in searching for information. Reductions on the 
Inter-net traffic load and user access cost is therefore particular important. Clustering is an important part of web mining that involves 
finding natural groupings of web resources or web users. Researchers have pointed out some important differences between clustering in 

conven-tional applications and clustering in web mining. Web clustering as an important web usage mining (WUM) task groups web 
users based on their browsing patterns to ensure the provision of a useful knowledge of personalized web services. Based on the web 
structure, each Uniform Resource Locator (URL) in the web log data is parsed into tokens which are uniquely identified for URLs classi-
fication. The col-lective sequence of URLs a user navigated over a period of 30 minutes is considered as a session and the session is a 
representation of the users’ navigation pattern. This paper proposes a variation of the K-means clustering algorithm based on properties 
of rough sets. The pro-posed algorithm represents the clustering of the web users based on their browsing activities or patterns on the 
web. Specifically, a user may visit a website often and spends much time on each visit. users with similar browsing activities are clus-
tered or grouped in to clusters. The paper also describes the design of an experiment including data collection and the clustering process. 
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1. Introduction 

Clustering is the process of grouping data into disjoint set called 
clusters such as that similarities among data members within the 
same cluster are maximal while similarities among data members 
from different clusters are minimal. The optimization of this crite-
rion is nondeterministic polynomial time (NP) hard problem in 
general Euclidean space d, even when the clustering process deals 
with only two clusters[1]. Clustering the document in data mining 
is one of the traditional approaches in which the same documents 
that are more relevant are grouped together. Document clustering 

take part in achieving accuracy that retrieve information for sys-
tems that identifies the nearest neighbors of the document. Day to 
day the massive quantity of data is being generated and it is clus-
tered [2]. K-means algorithm is the easiest way of learning algo-
rithm to handle and to solve the generally known problem of 
grouping. Aims at partition to a group of objects based on their 
attributes into k groups which is user predefined constant [2]. The 
main goals of a web data clustering algorithm are to produce ap-

propriate clusters for the end user, to assign the available data to 
the most relevant cluster, to respond the end user instantly [3]. 
The Internet has become a major means of life, work, study, and 
information dissemination. Numerous organizations are providing 
web-based services due to the consistent increase in web devel-
opment and the number of available web searching tools. However, 
information management is becoming troublesome due to the 
continuous growth in the use and size of the Internet. Hence, there 

is a need to develop new techniques to improve web perfor-
mance[4].  

Web mining refers to the intelligent analysis of web data; it helps 
organizations to have a better knowledge of the choices of the web 
users and help them to run their requirements more efficiently [5]. 
The clustering of web users based on their similarities is one of the 
web mining techniques. The web designer can get a better 
knowledge of the user preferences by analyzing the characteristics 
of each cluster. This analysis will help in the provision of more 
suitable and customized services [6]. 
Virtually all the web clustering methods are based on the similari-

ty of users interests and access patterns; they cluster based on the 
outcome of these measures. Mining the history of a users’ access 
patterns do not only provide information on the web usage, it also 
provides some behavioral traits of web users [7]. The need to un-
derstand web-users has gained more interest in recent times due to 
the recent web advancements and the proliferation in the number 
of web-based applications. Web users can be clustered based on 
different criteria and useful knowledge can be derived from their 

access pattern [8]. The knowledge gained can also help in the 
management of many applications [9]. One of such applications is 
the prefetching of web pages to assist in personalizing the needs of 
the user and minimize their waiting time [10]. The other applica-
tions may include proxy cache organization [11], [12] and map-
ping of user access patterns [3]. Few web clustering methods exist 
[8], [13], [14]; however, their direct application on the primitive 
user access data is not efficient and fail to establish exciting clus-

ters since web server may often contain several pages which web 
users may access with different interests [8]. This clustering in this 
study is focused on the users’ navigation pattern. Specifically, a 
user may visit a website often and spends much time on each visit. 
The concept of session was introduced to deal with the unpredict-
able nature of web browsing; it was introduced to serve as the unit 
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of interaction between a web server and a user [14]. The clustering 
of the user’s browsing sessions can help a web developer to un-
derstand the browsing pattern of the users and help in the provi-
sion of more user-specified services. This knowledge can also 
contribute to the construction and maintenance of intelligent real-
time web servers with dynamic designs to suit future users’ needs 
[15]. 
 Clustering algorithms are used to divide objects into clusters and 

subsets, with the aim of creating clusters that are internally coher-
ent, but clearly distinct from each other [16]. This implies that 
objects within a cluster must be as similar as possible and should 
differ considerably from those in the other clusters. There are 
several available clustering methods and each of them groups 
datasets differently. The clustering methods are selected based on 
the type of output intended, as well as on the known performance 
of method with the available type of data [16]. 

The hard clustering algorithms are exhaustive (can assign each 
object to some cluster) or non-exhaustive (some objects may not 
be clustered). The hard clustering algorithms can either be flat and 
hierarchical; the goal of the flat clustering algorithms is to divide 
the object space into several clusters in that each cluster consists 
of similar objects and different from the content of the other clus-
ters[17]. Then, the K-mean algorithm is used to compute the simi-
larity between the objects before clustering them. The K-means 

algorithm was used in this study to compute the similarity be-
tween all the web users before clustering them based on their simi-
larity [17]. 

2. Related works 

The field of web usage mining (WUM) has recently become an 

active commercialization and research area. The WUM mainly 
aims to average the data sourced from users’ interactions with the 
web in order to model patterns that are important for web person-
alization [18]. Some of the current methods for web usage data 
mining are statistical analysis, sequential patterns, association 
rules, classification, and clustering [19-23]. An important WUM 
topic is web users clustering which involves the discovery of the 
user clusters with similar information needs, such as users that 
visits similar web pages. The analysis of the clusters’ characteris-

tics can help web developers to understand the user's patterns and 
be in a better position to provide more customized and suitable 
services. 
A comprehensive method in which users’ sessions are clustered, 
evaluated, and interpreted has been presented by Pallis et al. [24]. 
Xiao et al. also proposed a method of measuring the similarity 
among the interests of web users based on their past access pat-
terns [25]. linHuaXu et al. studied and clustered the behavior of 

web users [26] and the findings of the study showed the efficiency 
and feasibility of using such algorithms. The clustering was done 
based on a vector matrix and k means algorithm. Also, k-mean 
used in many different area for many issue. Techniques for the 
improvement of the k-means algorithm by finding fixed centroids 
and applying a clustering framework to produce similar clusters 
for each run have been proposed by Chaitraa et al.[27]. Further-
more, Poornalatha et al. suggested the improvements of the K-

means algorithm and its application in web sessions clustering 
[28]. This method addressed the differences in the length of 
sessions. Duraiswamy et al. proposed the use of matrix for the 
calculation of sessions’ similarity before using agglomerative 
hierarchical clustering algorithm for the clustering [29]. 
Previously, we defined the levels of web users’ similarities to 
establish the interests of different web users. However, this defini-
tion depends on the application and its function could be based on 

the number of visits to a page or the number of times a page was 
visite[30]; it may also depend on visiting the orders of links. Later, 
two users that visited a page could be clustered into different 
groups with different interests if they visit the pages in a particular 
order. A matrix-based framework has been developed for cluster-
ing web users in a way that closely related users are clustered 

together based on their similarity measure [3]. However, an in-
crease in the number of users deteriorated the performance of the 
clustering method, especially when a threshold number has been 
reached. Moreover, a page may be visited by the same user several 
times using either the same or different routes [31]; this makes it 
difficult to establish the visiting pattern based on similarity.  

3. Motivation and problem statement 

The rapid web development and the increased number of available 
web searching tools push more and more organizations into put-
ting their information on the web to provide web-based services. 
In the meantime, the continuous growth in the size and use of the 
Internet is increasing the difficulties in searching for information. 
Reductions on the Internet traffic load and user access cost are 

therefore particularly important. An important attribute contrib-
uting to the popularity of a website is the degree of personalization 
it offers when presenting its services to users. However, improv-
ing the level of user personalization by reorganizing the entire 
website structure according to the interests of each user increases 
the number of computations at the web server hosting the website. 
One solution to avoid this problem is to group users based on their 
web interests, and then, organize the structure of the website in a 

manner suitable to the web needs of different groups. 

4. Methodology and experiment results 

An important step prior to experimentation in web mining is data 
preprocessing. The aim of this step is to transform the log data 
into a suitable format to be analyzed depending on the needs of the 

analysis. Many steps have been done for this work during data 
preprocessing and data clustering as it shown in the Methodology 
process in Fig. 1, the aim is to meet the demands of the current 
mining task and as such, the data preprocessing step in our analy-
sis consists of four steps which are data cleaning, users’ identifica-
tion, session identification, and vector matrix. The data cleaning 
step involves the removal of the redundant data from the dataset 
while the user identification step involves knowing the users that 
visited a website. The session identification step aims to divide the 

page accesses of each user into individual sessions and this can be 
easily achieved through a timeout, while vector matrix implies 
getting the hits information of each users’ access to different pages. 
 

Data Collection:

The dataset  obtained from the proxy 

logs files and traces of web objects 

requested in  proxy servers located 

around the United States of  

IRCache network.

Cleaning Data :

Remove irrelevant log entries.All 

log entries with file name suffixes 

such as gif, GIF, jpeg, JPEG, jpg, 

JPG, swf, wmv, png, flv and maps 

are removed 

Users Identification :

The log file must contain user 

identification to know who visit the 

web site.

Vector matrix representation :

Construct vector matrix  to describe 

the relationship between Web pages 

and users who access these Web 

pages.

Pages Time Calculation :

Calculating the  different time 

between consecutive page requests 

for a user in the same session. 

Clustering using K-Means 

Algorithm:

All web users grouped into k clusters 

based on similar interested visiting 

web pages.  

Session Identification  :

A new session is created when a 

new IP-address is encountered or if 

the visiting page time exceeds 30 

minutes for the same IP-address.

 
Fig. 1: Methodology of Process. 

4.1. Dataset 
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The web proxy logs file records information of users’ accesses to 
many web objects in the past. The proxy logs file reflects the 
behaviors of users and can be considered as a complete and prior 
knowledge of users’ interests. Thus, web proxy logs file can be 
exploited for predicting future requests. Fig. 2 shows a sample of 
proxy logs file, which is used for clustering the users based on 
visited pages. 
 

 
Fig. 2: Shows the Proxy Logs File. 

 
An access proxy log entry of the proxy logs file is usually 
composed of 10 fields, including timestamp, client address, 

elapsed time, request method, URL, size in bytes, user 
identification, hostname, log tag and HTTP code, hierarchy data, 
and content type. The data used in this study was sourced from the 
proxy logs files and web object traces which are requested in BO2 
proxy servers hosted around the United States of IRCache network 
for one day [32] . The meanings of the ten fields for each log entry 
of the proxy logs file are given in Table 1. 
 
Table 1: Eexplanation of the Fields of Log Entry in the Proxy Logs File 

Field Meaning 

Timestamp 

The time when the client socket is closed. The format 

is "Unix time" (seconds since Jan 1, 1970) with milli-

second resolution. 

Elapsed time The elapsed time of the request, in milliseconds.  

Client address A random IP address identifying the client.  

Log tag and 

HTTP code 

The log tag describes how the request was treated 

locally (hit, miss, etc).But the HTTP status code is the 

reply code taken from the first line of the HTTP reply 

header.  

Size The number of bytes written to the client 

Request method The HTTP request method. 

URL The requested URL. 

User identifica-

tion 
Always '-' for the IRCache logs. 

Hierarchy data 

and hostname 

A description of how and where the requested and 

Hostname object were fetched. 

Content type The content-type field from the HTTP reply. 

4.2. Data cleaning 

This step involves the application of several filtering techniques to 
ensure the removal of redundant log entries. Being that both 

scripts and graphics are downloaded together with Hypertext 
Markup Language ( HTML) file, a user's request to access a page 
may often result in the generation of several log entries [13]. As 
the aim of WUM is to extract the users’ pattern based on previous 
behaviors, there is no need to include file requests that are not 
explicitly requested by the user [33]. All log entries with file name 

suffixes such as gif, GIF, jpeg, JPEG, jpg, JPG, swf, wmv, png, 
flv, and maps are removed during data cleaning. Data cleaning 
demands a trace preparation step during which the irrelevant or 
redundant requests (such as uncatchable and dynamic requests) are 
cleaned from the log files.  
Unnecessary fields should be removed like size, hierarchy data 
and hostname and user identification because the value of this 
field always is ‘-‘that does not give any information. The result of 

reading data set observed the number of log files was 37661 and 
after cleaned the dataset the number of log files decreased into 
3446. Fig. 3 show the pats of these files.  
 

 
Fig. 3: Dataset after Cleaning. 

4.3. User identification 

To reveal the identity of a person that visited a web page, the ID 
of the person such as the login details must be contained in the log 
file. However, users are not required to log into some websites, 
while most web servers do not request for user's login ID when 
using personal computers. Thus, there is not enough information 
as per the HTTP standard to distinguish among web users from the 
same proxy or host. Often, such information is the IP address pro-

vided by the Internet Service Provider (ISP) or a corporate proxy 
server to a user's TCP/IP connection to the site, hence, preventing 
unique identification [34]. 

4.4. Session identification 

Several recommendation systems use the user session in the log 
file to identify the interests of the users, but they ignore the se-
quential information about each user session [6]. A session refers 

to the time an activity was initiated to the time it ended. As per 
W3C, a session refers to the sum of all the activities performed by 
a user from the time of logging into a site to the time of exit [35]. 
Due to the fact, there is no official login and logout to access and 
use most of the Web sites. It is not very clear when a session be-
gins and ends. Since page request from other servers are not typi-
cally available and a user may visit a site more than once. 
Session identification is aimed at dividing each users’ page ac-
cesses into individual sessions and this can be easily achieved 

through a timeout. With a timeout, a user is assumed to have start-
ed a new session if the time between page requests exceeds a cer-
tain limit. A new session is automatically launched if new IP-
address is found or if the visiting page time allowed for a particu-
lar IP-address has been exceeded. 
In many commercial products this timeout has been rounded up to 
30 minutes. In this study we set 30 minutes. A new session is cre-
ated when a new IP-address is encountered or if the visiting page 

time exceeds 30 minutes for the same IP-address. address as 

1282348821.049 138 132.55.200.134 TCP_MISS/301 471 GET 

http://dishnetwork.com/ - DIRECT/205.172.147.51 text/html 

1282348917.977 286 249.78.126.183 TCP_MISS/302 1753 GET 

http://www.hotmail.com/ - DIRECT/64.4.20.184 text/html 

1282348954.666 393 132.55.200.134 TCP_MISS/200 22321 GET 

http://www.msn.com/ - DIRECT/65.55.17.26 text/html 

1282348982.398 200 249.78.126.183 TCP_MISS/200 6550 GET 

http://www.btt.com.ar/foto/t/12/75/1275530489_mark-webb2.jpg - 

DIRECT/72.232.178.138 image/jpeg 

1282348982.437 286 249.78.126.183 TCP_MISS/200 22520 GET 

http://www.btt.com.ar/foto/t/12/81/1281356302_DSC03379.JPG - 

DIRECT/72.232.178.138 image/jpeg 

1282349600.500 78 50.83.47.141 TCP_MISS/200 344 POST 

http://app.ninjasaga.com/amf/ - DIRECT/75.126.166.176 applica-

tion/x-amf 

1282361594.519 604 171.11.238.157 TCP_MISS/200 2209 GET 

http://nt0.ggpht.com/news/tbn/dNDwpcYNGpFYaM/0.jpg - DI-

RECT/74.125.153.103 image/jpeg 

1282361594.561 288 171.11.238.157 TCP_MISS/200 1772 GET 

http://nt3.ggpht.com/news/tbn/N-iKYy_kXVXPuM/0.jpg - DI-

RECT/74.125.153.104 image/jpeg 

1282411485.94410 60.247.185.54 TCP_MEM_HIT/200 834 GET 

http://videos.asianbabemedia.com/jp18babydoll.asx - NONE/- vid-

eo/x-ms-asf 
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shown in Fig.4. Web pages for each user must be reorder based on 
time visiting before session identification process.  
 

 
Fig. 4: Session Identification of Web Pages. 

4.5. Vector matrix for users 

Prior to web user clustering based on web logs, a vector matrix for 
the URL and the user was first constructed and the relationship 
between the web pages and users that visits these pages was de-
scribed using a URL-User associated matrix R [26]. Let n and m 
represent the number of web pages and the number of users re-
spectively, then, the matrix can be represented as: 
 

       

       

       

       

1,1 1,2 1, 1,

2,1 2,2 2, 2,

,1 ,2 , ,

,1 ,2 , ,

mxn

hits hits hits j hits n

hits hits hits j hits n

R
hits i hits i hits i j hits i n

hits m hits m hits m j hits m n

 
 
 
 

  
 
 
 
  

 

 
Where ‘hits’ represents a type of user browsing information. The 
hits of all the users that accessed the web pages over a given time 
can be directly extracted. From the matrix, users are viewed as the 
rows, web pages as columns, and the hits count as the values of 
the elements of this matrix, that is ℎ𝑖𝑡𝑠(𝑖, 𝑗) as the time spent by 

user i to access the web page j. The 𝑖𝑡ℎ row vector 𝑅[ 𝑖, ] records 

the counts of the 𝑖𝑡ℎ user access to all the web pages over a speci-

fied period, while the 𝑗𝑡ℎcolumn vector 𝑅[ , 𝑗] records the counts 

of all users who, over the same period, accessed the 𝑗𝑡ℎ web page. 

The Fig.5 Show the result of the relationship between the users 
and the web pages and how much time the user still in the web 
page. 
In Fig. 5 show part of this vector matrix, 3446 web pages was 
used; number of users = 27, and in the 3rd row and 3rd column 
indicates that number of users that visited the page 45 over a toke 
time of 0.007 sec. After getting the hits information vector matrix, 

we calculated the similarity between users based of visited pages 
after that apply the K-means algorithm to cluster the web user into 
some clusters with different k values. 
 

 
Fig. 5: Part of Vector Matrix. 

4.6. Users similarity 

A measure similarity is essential in clustering. based on similarity, 

clustering is based upon grouping samples. The measure should 
reflect how close or similar two objects. Suppose that, for a given 
web site, there are m sessions 𝑆 = {𝑠1 , 𝑠2, … , 𝑠𝑛} accessing n dif-

ferent web pages  𝑃 = {𝑝1 , 𝑝2 , … , 𝑝𝑛} in some time interval. For 

each page p, and each session s, we associate a usage value, de-
noted as 𝑢𝑠𝑒(𝑝, 𝑠) and defined as: 

 

𝑢𝑠𝑒(𝑃𝑖 , 𝑆𝑗) = {
1 𝑖𝑓 𝑃𝑖𝑖𝑠 𝑎𝑐𝑐𝑒𝑠𝑠𝑒𝑑 𝑏𝑦 𝑆𝑗

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  

 
The 𝑢𝑠𝑒(∗,∗) vector can be obtained by retrieving the access logs 

of the site. If two users accessed the same pages in sessions, they 
might have some similar interests in the sense. They are interested 
in the same information (e.g., news, electrical products etc). The 

similarity can be measured by the number of common pages that 
are accessed. A precise measure of users similarity is to consider 
the actual period each user spent on each page visited. Let 

𝑡(𝑃𝑘 , 𝑠𝑗) represent the time the user of session 𝑠𝑗 spent on page 

𝑃𝑘(assume that 𝑡(𝑃𝑘, 𝑠𝑗) = 0) if 𝑠𝑗does not include page 𝑃𝑘. Here, 

the similarity between users can be represented by using cosine 

similarity [26] as it shown in following formula : 
 

𝐶𝑜𝑠𝑖𝑛𝑒_𝑆𝑖𝑚(𝑠𝑖 , 𝑠𝑗) =  
∑ (𝑡(𝑃𝑘,𝑠𝑖)∗𝑡(𝑃𝑘,𝑠𝑗))𝑘

√∑ (𝑡(𝑃𝑘,𝑠𝑖))2∗∑ (𝑡(𝑃𝑘 ,𝑠𝑖))2
𝑘𝑘

  

 

Where ∑ (𝑡(𝑃𝑘 , 𝑠𝑖))2
𝑘  represents the square sum of the time the 

user of session 𝑠𝑖  spent while accessing pages at the site, and 

∑ (𝑡(𝑃𝑘 , 𝑠𝑖) ∗ 𝑡(𝑃𝑘 , 𝑠𝑗))𝑘  represents the inner-product over time 

spent by users of 𝑠𝑖 and 𝑠𝑗 on visiting the common pages. Even if 

the same exact pages are visited by two users, their similarity val-
ue may be <1 since they spent different times on the page as 
shown in the fig.6. 
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Fig. 6: Users Similarity. 

4.7. K-means algorithm 

Recently, The K-means is a popular cluster analysis algorithm [36] 

which was first introduced in 1967 [37]. With this algorithm, the 
input dataset is partitioned into k different clusters and each sam-
ple is assigned to the cluster that has the closest mean. Each clus-
ter is represented by its sample mean and this mean does not nec-
essarily have to be a sample in the dataset. Similarity measure is 
used based on cosine similarity when comparing users to the clus-
ters. The K-means is an unsupervised learning framework which 
can solve most of the established clustering problems[38]. It clas-

sifies a given data following a simple and easy procedure to a 
certain number of clusters (assume k clusters) that has already 
been fixed. The major idea is to define the k centroids, one per 
cluster, which should be positioned in a cunning way as different 
locations can give different outcomes. So, it is better to position 
them far from each other [38].  
The next step involves taking each point that belongs to a given 
data set and associating it to the nearest centroid. Having associat-

ed all the points, the first step is done, and an early group age is 
equally done. Then, the next thing is to recalculate the k new cen-
troids as the barycenters of the clusters from the previous step. 
Having determined the k new centroids, a new binding will be 
done between the same data set points and the nearest new cen-
troid, resulting in the generation of a loop [39]. Because of this 
loop that has been generated, the k centroids may change their 
location stepwise until there are no more changes (i.e. the cen-
troids are no longer moving). Finally, the k-means algorithm 

strives to maximize the similarity between points.  
The algorithmic flow is as follows: 

 Place K points into the space represented by the objects to 

be clustered (these points are the initial group centroids). 

 Group the objects based on the closest centroids. 

 Having assigned all the objects, recalculate K centroids’ po-
sitions with based on the objects in the same cluster. 

 Repeat Steps 2 and 3 until the centroids are no longer mov-
ing. 

Pseudocode fork-means is found in following algorithm. The effi-

ciency of the expectation step of K-means is O (N KD) where N is 
the number of users in a D-dimension with K clusters. 
 

K-MEANS({�⃗�1 , … . , �⃗�𝑁}, 𝐾) 

1) (𝑆1 , 𝑆2 , … , 𝑆𝐾) ←

𝑆𝐸𝐿𝐸𝐶𝑇𝑅𝐴𝑁𝐷𝑂𝑀𝑆𝐸𝐸𝐷𝑆({�⃗�1 , … . , �⃗�𝑁}, 𝐾) 

2) for K← 1 to K 

3) do 𝑢⃗⃗⃗ ⃗𝑘 ← 𝑆𝐾 

4) 𝑤𝑘 ← { } 
5) while stopping criterion has not been met 
6) do for n← 1 to N 

7) for K← 1 to K 

8) j← argMaxSIM(�⃗⃗�𝑘 ,�⃗�𝑛 ) 

9) 𝑤𝑗 ← 𝑤𝑗  ∪  {�⃗�𝑛} 
10) for K← 1 to K 

11) �⃗⃗�𝑘 ←  
1

|𝑤𝑘|
∑ �⃗��⃗�∈𝑤𝑘

 (recomputation of centroids) 

12) Return { 𝑤1,𝑤2 ,…,𝑤𝑘,
 } 

Where {�⃗�1 , … . , �⃗�𝑁} 𝑖𝑠 𝑢𝑠𝑒𝑟𝑠 𝑣𝑒𝑐𝑡𝑜𝑟 , (𝑆1 , 𝑆2 , … , 𝑆𝐾) is the seeds 

values (initial center value for each cluster), N is the number of 
users, K is the number of the group clusters and argMaxSIM 

(�⃗⃗�𝑘 ,�⃗�𝑛 ) is the max similarity value nearest to the center cluster 

value. 
This Algorithm has been run by using Desktop - C4QOJ2V, Core 
(TM) i7 CPU, 3. 60 GHZ with 16384MB RAM and Visual c# 
2015 has been used for writhing and run this code.  
The procedure follows a simple and easy way to classify a given 
data set through a certain number of clusters (assume k clusters). 

The main idea is to define k centroids for each cluster. These cen-
troids should be placed in a cunning way because of different 
location causes different result. So, the better choice is to place 
them as much as possible far away from each other. The algorithm 
is implemented when k=2, 3, 4, 5, 6, 7, 8.  
In case of using k=2, the result is shown in Fig.7. It is observed 
that all of user divided into two clusters. 
 

 
Fig. 7: K-Mean Clustering when K=2. 

 
In case of using k=3, the result is shown in Fig.8. It is observed 
that all of user divided into three clusters. 
 

 
Fig. 8: K-Mean Clustering when K=3. 

 
In case of using k=4, the result is shown in Fig.9. It is observed 
that all of user divided into four clusters. 
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Fig. 9: K-Mean Clustering when K=4. 

 
In case of using k=5, the result is shown in Fig.10. It is observed 
that all of user divided into five clusters. 
 

 
Fig. 10: K-Mean Clustering when K=5. 

 
In case of using k=6, the result is shown in Fig.11. It is observed 
that all of user divided into six clusters. 
 

 
Fig. 11: K-Mean Clustering when K=6. 

 
In case of using k=7, the result is shown in Fig.12. It is observed 

that all of user divided into seven clusters. 
 

 
Fig. 12: K-Mean Clustering when K=7. 

 
In case of using k=8, the result is shown in Fig.13. It is observed 
that all of user divided into eight clusters. 
 

 
Fig. 13: K-Mean Clustering when K=8. 

4.8. Experiment evaluation 

In most clustering frameworks, the objective functions try to 
achieve a high intra-cluster similarity and a low inter-cluster simi-
larity, and this is often considered as an internal clustering quality 
criterion. One of the measures of internal criterion is the residual 

sum of squares (RSS), defined as the cosine similarity of each 
vector from its centroid summed over all vectors[40]. The RSS 
value is calculated thus: 

RSS= ∑ 𝑅𝑆𝑆𝑘
𝑘
𝑘=1 where 𝑅𝑆𝑆𝑘 ∑ 𝐶𝑜𝑠𝑖𝑛𝑒_𝑆𝑖𝑚(�⃗�, 𝑢(𝑤𝑘))𝑥∈𝑤𝑘

 The 

aim is to maximize the RSS value as it relates to the maximization 
of the similarity in the same cluster[40].The clustering results are 
shown in Table 2. 
 

Table 2: Clustering Result 

K RSS 

2 0.8722 

3 1.1147 

4 1.256 

5 2.25 

6 2.564 

7 2.9808 

8 3.049 

 
From Table 2, we can see that when the value k is set at 8, the 
similarity preference of the algorithm was the best, so, the cluster-
ing result is shown in Fig.14 based on k = 8.  
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Fig. 14: Users after Clustering. 

 
The relationship between k and RSS is shown in Fig. . The RSS 
was observed to be highest when the value of k = 8, meaning that 
the users’ similarity in the same cluster is high. 
 

 
Fig. 15: Relationship between RSS and Number of Clustering. 

5. Conclusion 

In this paper, we presented the use of the k-means algorithm for 
the clustering of web users using session-based similarities. The 

clustering was intended to model the similarities between web 
users as characterized based on cosine similarity measures. A web 
user may frequently visit a web page and spend an arbitrary 
amount of time per visit; users may also access a web page for 
different reasons. Hence, our web user clustering was based on 
user sessions rather than the user's entire history. For the data set, 
the web servers contain 3446 pages and 27 sessions after cleaning 
and pre-processing. We implemented RSS as a measure of the 

internal criterion of clustering quality to maximize the similarity 
in the same clusters. The experiments were conducted, and the 
results showed that the proposed method can cluster web users 
with similar interests. 
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