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Abstract 
 

Over the last few years, the explosion of the World Wide Web has allowed users to access more and more information. In this circumstance, 

search engines have become a necessary tool for users to uncover the information they require in a huge space. As a result, the task of 

organizing this rich information becomes more difficult every day. It plays an important function in accomplishing the information, but 

numerous of the returned results are not related to the user's necessitates, because they are ranked according to the string match of the user's 

query. This resulted in semantic differences involved in the meaning of the keywords in the retrieved documents and the terms used in the 

user's query. The problem of categorizing large sources of information into groups of similar topics has not yet been resolved. In this paper, 

it proposes a web-text similarity learning (WTSL) method and classification based on SVM mechanism. This proposal aims to automate 

the estimation of the semantic comparison among the words or article to enhance the information extraction. The experimental results 

suggest the improvisation towards retrieving more accurate results by retrieving more relevant documents. 
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1. Introduction 

Today, information is a basic necessity for everyone. The concept 

of information, and consequently the transfer of information, has 

changed dramatically over the past few decades. Search is the most 

admired application on the web [1], [2]. Most of the traditional 

search systems typically use metadata keywords that match the 

query. However, these systems didn't take into the consideration of 

the semantic relations among "query terms" and additional "percep-

tions" that are important to the user. Consequently, the addition of 

unambiguous semantics is able to advance the retrieval process. The 

expansion of the "World Wide Web" has led many researchers to 

devise various methodologies for organizing huge information 

sources. It not only aims to the quality of automatic configuration 

and classification but also scalability issues.  

Documents on the web are very diverse and structured differently, 

and most are not well structured. The nature of a website can range 

from very simple personal home pages to huge corporate websites. 

All contribute to the vast information store, and mostly perform the 

semantic Search-based application [3], [4] for the Semantic Web to 

search. However, semantic similarities among entities change even-

tually and transversely in the domains [5], [6]. For instance, search-

ing for a keyword "apple" often connects to the "apple computer" 

or "apple mobile" on the web. Nevertheless, this "apple" sensation 

is not described in most "universal thesauri" or "dictionaries". A 

user who searches for "apple" on the Web might be significant in 

this intellect of "apple" and "not apple" as a fruit. New term expres-

sions are continuously generating, and new senses are allocating to 

existing statements terms. Even sustaining ontology manually to 

confine these new terms and senses is expensive and complex.  

The "Semantic similarity measurement" is significant in various 

web-related assignments [7], [12]. One way to uncover the suitable 

words to comprise in the query is to be evaluated with the old user 

queries utilizing the "semantic similarity measures". If the earlier 

query is semantically correlated to the present query, it will be ca-

pable of utilize it to suggest to the user or modify the original query 

from the underlying query engine. Regardless of the convenience 

of "semantic similarity measures" in these applications, accurate 

measurement of semantic similarity among two words or items left-

over the challenges [8]. Even the accurate measurement of semantic 

similarities between words is an essential issue in "web mining", 

"information retrieval", and "natural language processing" [9], [10], 

[11], [19].  

In the past, similarity learning is being used for the application of 

community extraction, relationship detection and entity ambiguity 

elimination [7], [12], [14], [25]. It has shown some limitation in 

measuring semantic similarity accuracy between concepts and web 

documents. Its aims to progress the conventional search results de-

pend on the "information retrieval technology" by means of the data 

of the "Semantic Web" in this work. It will be improving the tradi-

tional search by allowing the search to incorporate the basic term 

meaning [8], [26]. Understanding the hidden semantics of retrieved 

documents and user queries improves traditional searches focused 

on word frequency [2]. The problem with poor search information 

systems is that users cannot convey their information requirements 

clearly, or there are low-ranking techniques [16] to estimate pages 

that are relevant to the query. 

This paper proposes a Web Text Similarity Learning (WTSL) and 

Classification based on SVM mechanism to overcome the limita-

tion of measuring semantic similarity accuracy and support more 

accurate information mining for the various web mining applica-

tion. As most of the web application retrieve documents based on 

the user input query, these queries consist of limited keywords 

which limit the scale of semantic association for the information 
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retrieval. As the vastness of the web is big, it is difficult to relate 

the set of the document retrieved semantically in associating to the 

user's limited input search keywords. 

The proposed WTSL method will define a methodology to learn the 

web text similarity in relates of terms close association and catego-

rize the documents in relates to the keywords and prepare the clas-

sification patterns [22], [23]. The prepared classification patterns 

for each keyword will be used for the most accurate class document 

is relevant to the query utilizing an SVM classification method. 

This work aims to automatically estimate semantic similarities be-

tween keywords terms and retrieve documents to improve infor-

mation extraction and also to provides more accurate results by ef-

ficiently estimating semantic similarity between keywords and re-

trieved documents. 

2. Related works 

2.1. Existing problem and solution 

The web has become the authentic source of information in differ-

ent languages, even though English is considered as a major domi-

nating language at present in a different kind of information service. 

Many methods and approached are proposed for effective infor-

mation retrieval and search engines are leading examples of these 

techniques [8], [20]. It is mostly used for information retrieval in 

"research work", "education", "business", "e-commerce", and "en-

tertainment sectors". As competition in the search market has ac-

celerated, some search engines have launched customized search 

services. For example, "Google's Custom Search" allows users to 

specify the categories of WebPages they're interested in [17]. 

D. Zhou et al. [15] suggest an innovative model for organizing en-

hanced user profiles using the external corpus for personalized 

query development. This model combines the contemporary "state-

of-the-art" textual demonstration learning framework, such as 

"word insertion", with the topic models in the two pseudo-align-

ment document groups. It will build two new query expansion tech-

nologies based on user profiles. These two techniques are based on 

topic relevance between topic-weighted word insertion and search 

terms within a user's profile. An in-depth experimental evaluation 

of two actual data sets using different outer corpus showed that our 

approach is superior to existing technologies, including traditional 

"non-personalized" and "customized query expansion" methods.  

J. Hoxha et al. [10] solves the problem of suggesting resources from 

different domains by combining the semantic content of these re-

sources with user browsing behavior patterns. It suggests, not to 

have domain overlap among obtained domains with newly devel-

oped associations supports on investigated semantic content of web 

resources. If the user is currently viewing a particular page, it will 

suggest an approach to applying a "support vector machine (SVM)" 

to learn the relevance of the resource and to predict what is best for 

the user to recommend. It learns the impact of the structure on gen-

erating accurate recommendations from the actual data set of se-

mantically rich logs of user browsing performance across multiple 

Web sites and behavioral experiments to exhibit the effectiveness 

of our approach. 

Xuan Wu et al. [20] investigate "multiple semantic relationships in 

social tagging systems", including among "tags", between words, 

and between tags and words. Three similarity graphs are created 

based on the tags and functions obtained from the word. It also 

standardizes the effortlessness of multiple relationships through 

three similar graphs, incorporating physician-related "feedback in-

formation" from top-level documents. The objective of this work is 

to improve the customized search results by considering the three 

similarity graphs above as a new query expansion model. Experi-

ments performed on real data sets validate the proposed approach. 

S. Lawrence et al. [21] estimated that "85 %" of web users utilize 

search engines to uncover their information requires. They desig-

nated that "71 %" of web users accomplish other websites during 

accessing the search engine. They also condition that the most sig-

nificant action accomplished on the Internet user's rate searching. 

However, "web search engines" are restricted in terms of "expo-

sure", "cost", "interface selection", how fine they "retrieve relevant 

information" and how fine they "rank the relevance of the results". 

In short, while the search engines restrictions, they are essential for 

searching the web. There is a little abnormal characteristic of search 

engines which exploit a diversity of comparatively superior "IR 

techniques" to improve the searching on the web in comparison to 

the conventional IR methods. 

The development in web-based solutions has raised many problems 

and challenges in related to IR and its classification to support the 

number of concurrent users in admired search engines and the num-

ber of documents being accessed [1], [8], [24]. Further, in particu-

lar, to the number of concurrent users of a search engine at any 

specified time cannot be forecast in advance and it can overload a 

system. The number of documents widely available on the Internet 

surpasses the magnitude associated with the foundations of "classi-

cal data" by numerous guidelines of magnitude [27], [28]. Moreo-

ver, the quantity of providers of "Internet search engines", "Web 

users", and "Web pages" is mounting at a incredible rapidity, with 

every page of the media that occupies additional "memory space" 

and include unusual category of "multimedia information" such as 

"images", "graphics", "audio", and "video". 

A semantic connection between any two perceptions designates the 

existence of a semantic relation linking them. Consider, for an oc-

casion let the term couples as "car, automobile" and "bird, kiwi". 

The terms in these two pairs are associated through "classical taxo-

nomic relations" such as "synonymy", ("car and automobile are 

synonyms") and "hyponymy" ("kiwi is a bird"). Such relationships 

are called "classical relations". However, numerous terms contrib-

ute to further composite relations which cannot be effortlessly dis-

tinct and mapped. Semantic similarity consists of semantic associ-

ations among two concepts that have "similar nature", "composition 

or attributes". Examples of semantic similarity are "synonymy" and 

"hyponymy" relations. For a case, "car and truck" are semantically 

comparable because together are vehicles, and allocates a set of re-

lated features. A "semantic similarity" is a particular feature of "se-

mantic relatedness". Semantic similarity wraps up nearly every one 

of the earlier talk about classical associations. 

The current IR system facing limitation in search of information 

utilizing major search engine in many domains [7], [20], [17]. As 

many solutions are designed in the past [10], [15], [20], [21], but 

the inability of accurately association and classification between the 

user request and the retrieved information are though semantically 

demands a need for the improvisation. A topic relevance based ap-

proach [15] based on topic word weight shows an improvisation 

towards query expansion but it mostly depends on user profile per-

sonalization. A study and evaluation of websites browsing pattern 

also show an improvement towards the effectiveness of support for 

IR and recommendation [10]. But, its prediction and classification 

depend on the weblog semantically association. This proposed 

work will enhance the accuracy of classification through a new 

WTS Learning method to overcome the limitation of information 

retrieval in various domains. 

3. Proposed learning and classification ap-

proach 

The mechanism for learning and classification for accurate infor-

mation retrieval is presented in Fig. 1. It segments the function in 

three phases as, "Information Retrieval", "WTS Learning", and 

"Classification". It discusses all these phases individually in the fol-

lowing sections. 

3.1. Information retrieval 

The mechanism of information retrieval mostly focused to answer 

the user questions based on a few keywords as input from the user 

[14]. The input keywords by the users consist of user information 

requirement concept, which needs to prepare in the form of "key-

words" from the query input. 
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It generally undergoes a process of tokenization of keywords to ex-

tract each individual keywords from the query to build a set of key-

words as K and applies a query cleaning method to remove the ge-

neric terms from the query in support of a pre-defined removal 

words dictionary. 

 

 
Fig. 1: System Architecture. 

 

Based on the prepared keywords it implements a webpage extrac-

tion mechanism to retrieve the keywords relevant web documents. 

The process of web documents extraction are repeated for each 

number of keywords prepared from the user query input and the 

obtained sets of documents are stored for the next phase learning 

and classification mechanism. On completion of learning and clas-

sification, the classified results obtained are replied to the user 

against the input query. 

3.2. WTS learning mechanism 

The mechanism of Web Text Similarity Learning (WTSL) generate 

knowledge patterns relevant to the input query to segregates the 

positive and negative relevant documents [13], [18]. The extracted 

documents might have few semantically relevant terms and many 

unrelated terms. In such case, it is important to learn the unrelated 

and related terms to quantify the related documents as query results. 

The extracted metadata as web text from the web document is ini-

tially pre-processed to remove the stop words and implements a 

similarity calculation to determine the relevancy as explained in the 

following section. 

1) Extracting the web text terms 

It constructs a vector, Vd of terms from each document web text 

extracted as Ed. The terms in Ed undergoes a cleansing process to 

remove the unwanted stop words.  

 

 
Fig. 2: Web Text Extraction Process. 

 

The process of extraction of web text is shown in Fig.2. Based on 

the user Query, Q input and the generated keywords from Q, it re-

trieves the keyword relevant documents as Dk from a web search 

engine. It collects the top 10 results documents for each keyword 

and an ExtractWebText (Dk)method is processed to extract the 

terms from the document as Ed. To remove the stop words a Cleans-

ing (Ed) method is processed to build the final Vd for a keyword 

retrieve documents. These terms in Vd(are)further utilized for com-

puting (computing)the similarity association index. 

2) Similarity Association and Pattern Generation 

To compute the similarity association between the keywords, K, 

and the terms of the document, Vd it initially identifies the most fre-

quent keywords among K and then identifies the similarity associ-

ation between the most frequent with others keywords to generate 

the required pattern for the classification. The Algorithm-1 de-

scribes the procedure of the mechanism. 

 

Algorithm-1: Similarity Association of Keywords. 

Input: 

Set of keywords as, K[ ]. 

Sets of documents terms, V[R],  

(where R is the no. of documents retrieved). 

 

Output: Array of keywords similarity associated value, SA_Value [ 

]. 

 

Method: Similarity_Association (K[ ], V[R]) 

//-- Similarity Association for each keywords in K -- 

for (k=0; k <size of K; k++ ) 

{  

 Wk = K [k]; 

 fcount = 0; 

 //-- For each document retrieved as, V[R] -- 

 for ( r = 0; r < R; r++ ) 

 { 

// -- Getting each documents terms -- 

Dr[ ] = V [r]; 

 

//-- For each terms of a document -- 

for ( d = 0; d<size of Dr; d++ ) 

{ 

Dterm= Dr[d]; 

if (Wk == Dterm ) 

{ 

 fcount ++; 

} 

} 

 } 

 //-- Compute Similarity Association -- 

 if (fcount> 0) 

 { 

 sim_asoc_value=((fcount*100)/ R); 

 } 

 //-- Array of Similarity Association Values --  

 SA_Value [ k] = sim_asoc_value ; 

} 

 

The outcome of the Similarity Association of Keywords generate 

an array of keywords similarity associated values, SA_Value [ ]. 

Utilizing the value of SA_Value [ ], it process and generate the pat-

terns required for the document classification. The method for the 

generation of the pattern is illustrated in Algorithm-2. 

 

Algorithm-2: Pattern Generation 

 

Input: 

Set of keywords as, K [ ]. 

An array of keywords similarity associated value, SA_Value [ ] 

  

Output: Array ofKeywords Patterns, PValue [ ] 

 

Method:PatternGeneration(K[ ], SA_Value [ ]) 

//-- Order the obtained Keywords based on its SA_Value -- 

for (k = 0; k <size of K; k++ ) 

{  

W1 = K [k]; 

Key_SA1 =SA_Value [k]; 

 

//-- For each value on SA_Value -- 

H_Val=W1; 

for (j = 1; j<size of K; j++) 

 
WTS Learning 
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WebPages 
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Input 

Retrieved 
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Based on 
Keywords 

Semantic 
Classification Using 
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Top 10 documents, Dk 
for each keywords in Q 

Ed = ExtractWebText(Dk) 

Vd = Cleansing(Ed) 
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{ 

 W2 = K [j]; 

 Key_value2 =SA_Value [j]; 

 if(Key_SA2>Key_SA1) 

 { 

 W_Val=W2; 

 H_Val=Key_SA2; 

} 

} 

PKey_List [k] = W_Val; 

PKey_Value [k] = H_Val; 

 

RemoveKey ( W_Val, K[ ] ); 

RemoveValue( H_Val, SA_Value [ ] ); 

} 

 

//-- Pattern Generation -- 

Phigh = getHighestValue (PKey_Value [ ] ); 

fidx = 0; 

while (Phigh> 0) 

{ 

P_Val = "";   

for (p = 0; p<size of PKey_List; p++) 

{ 

 W_Value = PKey_List [p] ; 

 K_Value = PKey_Value [p]; 

 

if(K_Value==Phigh) 

{ 

P_Val + = W_Value ; 

} 

} 

F_Pattern [fidx] = P_Val; 

 

fidx = fidx + 1; 

Phigh= Phigh- 1; 

} 

 

The final generated pattern, F_Pattern[ ]will be utilized the further 

classification process of the documents and to generate the required 

classified results.  

3.3. Classification based on SVM 

The obtained pattern, F_Pattern [ ] through the web text learning 

process is an input to the classification based on SVM process. As 

SVM is considered as a promising classifier for the linear and non-

linear data. This classification approach measures the relevancy of 

each retrieved web document against the generated pattern to pro-

duce the results.  

As SVM works on a hyperplane boundary based on the feature dis-

tance separating the features positively and negatively. Here, it con-

sidered each pattern is a boundary of segregation and the highest 

pattern is considered as highest positive relevancy, whereas the 

lowest level pattern is considered the lowest positive relevancy in 

terms of associating with the query. The mechanism of the classifi-

cation process is illustrated in the Algorithm-3. 

 

Algorithm-3: Classification of Retrieved Document 

 

Input: 

Set of keywords as, K[ ]. 

Generated pattern, F_Pattern[ ]. 

Set of Retrieved Documents, R[D]. 

 

Output : Classified Results , CResult[ ]. 

Method:Document_Classification (K[ ], F_Pattern[ ], R[D ]) 

cidx= 0; 

for( k=0;k< size of F_Pattern;k++) 

{ 

Fpatt = F_Pattern[ k ]; 

//-- For each document retrieved based on the keywords 

for( d=0; d <size of R; d++ ) 

{ 

patt_sim = false; 

// -- Getting each documents terms -- 

Rd [ ] = getDocumentTerms( R [d] ); 

D_Pattern = getDocumentPattern( Rd [ ], K[ ] ); 

patt_sim=comparePatternSimilarity (D_Pattern, Fpatt); 

 if (patt_sim = = true ) 

 { 

CResult[cidx ]= R [d]; 

cidx++; 

patt_sim = false; 

removeDoc (R [d]); 

 } 

} 

} 

Here, the method comparePatternSimilarity ( ... ) try to compare the 

find the positive or negative relationship with the comparing pat-

tern. It is possible that the document might be not relevant to the 

high positive pattern but may relate to the mid or low relevant pat-

tern. The high positive classify results will be considered as highly 

accurate results in relates to the user query. To evaluate this mech-

anism it implements this against few real-time web document re-

trieved from a different domain. It discusses it more briefly in the 

next section. 

4. Experiment evaluation 

The "World Wide Web" enclose an enormous number of "Web 

pages", which relates to numerous semantic associations. When a 

user needs to search for an article in a precise "semantic relation" 

by means of a "keyword-based Web search engine", the user has to 

prepare a query through several keywords associated to the individ-

ual and the relation. So, to perform the evaluation it collected a set 

of various domains documents that are utilized in a familiar ap-

proach to computing "distributional models" or "usage patterns". 

An evaluation datasets of 100 web data records are collected using 

Google search engine from the different domain as, "Tours and-

Travel", "Treatment and Health Care", and "Online e-shopping". 

Over this datasets, it will perform the learning and classification 

mechanism to measure the percentage classification precision, re-

call, and accuracy using the equation-1, 2 and 3. 

 

                                                                                                                                                        
(1) 

 

                                                                                                                                                        
(2) 

 

                                                                                                                                                        
(3) 

 

In general, a classifier estimates the accuracy based on the number 

of the document is classified, and the number of documents is being 

correctly associated and the number of document incorrectly clas-

sified in relevant to the input query. A difference between the num-

ber of a document classified and a number of incorrectly associated 

with the total number of document record retrieved measure the ac-

curacy percentage. It compares the output of our result with the pop-

ular Google search engine results for the different query.  

4.1. Result analysis 

To measure the result it executed four different queries to generate 

the required learning patterns and using these patterns classification 

was performed to compute the precision, recall, and accuracy. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =   
 𝑁𝑜. 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝐴𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑒𝑑 

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑
  × 100 

𝑅𝑒𝑐𝑎𝑙𝑙 =   
 𝑁𝑜. 𝑜𝑓 𝐼𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝐴𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑒𝑑 

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑
  × 100 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
  𝑁𝑜. 𝑜𝑓 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 ∩ 𝑁𝑜. 𝑜𝑓 𝐼𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝐴𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑒𝑑 

𝑇𝑜𝑡𝑎𝑙 𝑁𝑜. 𝑜𝑓 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡
 × 100 
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Table-1, 2 and 3 show the generated keyword patterns for the dif-

ferent domain query.  

Based on each generated pattern it set a boundary level based on 

most positive and negative association. High is considered most 

positively associated and low is least associated. It considered pat-

tern having > 2 values as high, having 2 value will be mid and, hav-

ing 1 value is low. As per each query, a total of top 25 results are 

retrieved to perform the classification based on the generated pat-

tern. On each iteration against the generated pattern, it computes the 

classified result measures as precision, recall and accuracy percent-

age as shown in the Tables-1, 2 and 3. 

The obtained results show that with high and mid boundary level 

the percentage of precision and accuracy is impressive. So, it com-

pares the computed results of high level against the popular Goog-

le's search result. The comparison results are shown below. 

 
Table 1: Outcome for the Query "Online Airline Booking" 

 
 

Table 2: Outcome for the Query "Online Electronic Shopping" 

 
 

Table 3: Outcome for the Query " Eye and Cancer Care Hospitals" 

 
 

Fig. 3 and Fig. 4 Show the Comparison Results of Precision and 

Recall Percentage with A Different Query. It Shows That with 

Learning the Keyword Similarity in Respect to the Retrieved Doc-

ument Web Text Can Improve the Result Precision and Minimize 

the Rate of Recall. in Comparing to Google Results the High-Level 

Patterns Results Show More Précised, As It Has High Similarity 

Association to the Web Text and Minimize Recall Rates. 

 
Fig. 3: Precision Comparison. 

 

Fig.5 shows the accuracy assessment of the proposed and Google 

results outcomes. It shows that in support of generated pattern more 

accurate and relevant can be achieved in case of high boundary 

level. But it might have variance depends on the query keyword 

length. It suggested that the longer the query more precise and 

accurate the results will be, but in case of the search engine it's re-

sults are more associated but it attained more recalls. 

 

 
Fig. 4: Recall Comparison. 

 

 
Fig. 5: Accuracy Comparison. 

5. Conclusion 

This paper presented a web-text similarity (WTS) learning and clas-

sification approach to improvising the accuracy of search results. 

As user mostly submits different variance and context query it is 

important to relate the retrieve documents to categorized accurately 

to reduce the recall. It has implemented a WTS learning mechanism 

to learn the close association between the query and web text doc-

ument and generate a keywords pattern. The generated patterns are 

utilized to perform the classification of the retrieved documents to 

suggest the best accurate results. An experiment was performed 

over a dataset constructed from online web documents. Utilizing 

the generated patterns it performs the classification of these datasets 

posing a different query. The results analysis between the Google 

and proposed results shows an improvisation the accuracy and low 

recall rate. A low recall rate shows more precise and might be more 

relevant and satisfactory results to a user query. 
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