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Abstract 
 
In India, textile industry has been mainly focused because it increased the economy day by day. But, it has some problem in the field of 
quality control. At present, it is mainly solved visually through skilled workers. Though, due to the human errors and eye fatigue, the 
system reliability has been restricted. So, in this research has been focused automatic fabric defect detection scheme. Here,  Modular 
Neural Network (MNN) is proposed for fabric defect detection and classification with low cost and high accurate rate via using image 
processing schemes in the woven fabrics. At first, the images are collected from the machine and then preprocessed by using Enhanced 

Directional Switching Median Filter (EDWF) to reduce the impulse and stationary noise. To attain high accurate prediction, the 
preprocessed image has been segmented by using Alternative Hard C-Means (AHCM) cluster. After clustering, the images are converted 
to binary image. Then, the first order features has been extracted from the image. The extracted features are given as input to MNN, 
which classifies the fabric defects. In MNN, the weight factors are calculated by using back propagation algorithm and genera te the 
output. The simulation results show that the proposed MNN attained high accuracy rate of 96.7% when compared to existing Artificial 
Neural Network (ANN) than Support Vector Machine with Genetic Algorithm (SVM-GA) classification algorithms.  
  
Keywords: Fabric defect, textile industry, modular neural network, C-Means cluster, median filter, segmentation, classification. 

 

1. Introduction 

A major anxiety for fabric industries is identifying defects in 
fabric and is most important for quality products. Particularly, in 
fabric field, detect the defects is most important task because of 
the usually used material in daily life. In garment industry [1], the 
85% of the defects occurred by the fabric defects only. It’s 
reduced the turnover of the industry by 45-65% [2].  Therefore, to 
detect and predict these defects from reoccurring is very 
important. Presently, the defects are identified by visual human 

inspection, but it’s not efficient due to the human errors and eye 
fatigue and it attain success rate of 60-75%. So, the automatic 
defect detection system has been used to reduce the labor cost and 
improve the quality in textile industry. Generally, more than 70 
types of defects [3, 4] are there in textile industry. The automatic 
fabric defect detection system has been detected most possible 
defects and achieved more reliable system with high quality 
control. In this work, the automatic system with image processing 

scheme based fabric defect detection has been introduced. 
In textile industry, the defect has been identified by human only. 
So, this process has been taken high time and labor cost. Initially, 
the production machine produced the adequate amount of fabric 
and then removed from the machine and batched into larger rolls 
and then sent to the visual human inspection. Here, the production 
has been taken long time as well as the inspection also taken same 
time. For that reason, the income of the industry has been reduced. 
To solve this problem, the automatic system has been mainly 

focused. This system has been prevented production of the defects 
and improved the production quality or changed the process 

parameters to predict the defect automatically. All the above 
process are done by using image processing schemes and 
identifying the faults in fabric as well as the faults are classified 
by using some classification algorithms. 

A variety of defects are occurred in fabrics like weaving defects, 
texture pattern violation and yarn misplacements etc. in this 
automatic detection system, the image processing schemes like 
preprocessing, segmentation and feature extractions has been 
used. The preprocessing is nothing but noise reduction scheme for 
improving the image quality.  The segmentation is used splitting 
the affected region from normal regions for improving the defect 
prediction and classification accuracy. The feature analysis has 

been used for reducing the processing time. Tuceryan [5] has been 
defined five major types of features for texture analysis like 
geometrical, statistical, structural, spectral features and model 
based features. Chan [6] has been identified the defects as well as 
classified by using some extracted parameters or features. For real 
time defect detection in industrial applications, the specialized 
hardware and faster decision making time also required. So, this 
work proposed high efficient classification to reduce the response 

time.  
In this fabric field, many research works has been introduced, but 
still required a robust real time system for color fabrics. In real 
time, to reduce the response time efficient algorithms are needed. 
Also, the automatic system has some challenges. To solve this 
problems some researchers has been introduced and these 
techniques are predicted in [7]. The objective of this work has 
been to reduce the response time via using the efficient MNN 
classification scheme. To improve the image quality and reduce 

the processing time, the image has been preprocessed. Then, the 
defect regions are segmented from the image. After that, the 
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features are extracted for MNN analysis. Finally, the defects are 
classified efficiently. The simulation results demonstrate that the 

proposed MNN achieved better performance compared than 
existing schemes. The below sections are followed as: part 2 
reviewed the existing fabric defect detection schemes, part 3 
explained the proposed fabric defect detection and classification, 
part 4 shows the simulation results of proposed scheme and part 5 
concludes the paper. 

2. Literature Survey 

In this part, the existing fabric defect detection has been discussed 
and it is a popular research topic [8, 9] for many years. Navneet 
Kaur [10] presented a Gabor filter method for textile fault 
detection problem. It was chosen as a appropriate delegate of this 
class of schemes. Here, the optimized 2D Gabor filter has been 
used to provide support of their suitability for this fault detection. 

Xie Xianghua [11] focused visual inspection system by using 
image processing schemes, particularly, the texture analysis 
schemes. Increasing demand of texture analysis for color images 
has been discussed and given some analysis. Abdellah et al., [12] 
proposed Support Vector Machine (SVM) with Genetic Algorithm 
(GA) based classification scheme for defect detection in textile 
industry. In SVM, the kernel parameters are optimized by using 
GA. The simulation results show that that acquired 94.84% of 

detection rate. Eldeeb et al., [13] presented a computer vision 
based defect detection system by using Artificial Neural Networks 
(ANN). The input has been processed and classified defects like 
weft defect and wrap defect. Mohammed Sathik [14] presented a 
Bit-Plane slicing to extract the RGB colors of the Original image 
and it compared with Bit level of gray scale X-Ray image. High 
degree calculation of periodicity for textile fabrics, it was not 
suitable. Latif-Amet et al. [15] presented a defect detection 
method based on the wavelet theory and co-occurrence matrix and 

classification done by using Mahalanobis distance in textile 
images. In fabric defect detection, the Gabor filter schemes have 

been used. It has two filtering process like filter banks as [16, 17] 
and optimal filters [18, 19]. This filtering with a filter bank has 

been given high excessive data for process.  A model based 
schemes has been used for fabric defect detection and reduce the 
time consumption. Markov random field model [20] based texture 
analysis has been focused to improve detection accuracy. 
Campbell et al. [21] a model based clustering method scheme has 
been used to identify linear pattern production defects.  Huang and 
Chen [22] proposed A Back Propagation Neural Network (BPNN) 
with fuzzy logic based scheme for fabric defect classification with 

8 different types. Kumar [23] proposed a Feed-Forward Neural 
Network (FFNN) based segmentation scheme for local textile 
defects and given better performance. Jing et al. [24] presented a 
two-layer neural network based machine visual system for detect 
surface defect. It has been used patch statistics from raw image 
data.  

3. Proposed Methodology 

The proposed system step by step process has been depicted Fig 1. 
The main aid of this proposed scheme is detects the textile defects 
in real world. The proposed system has two parts like detect the 
faults and classified the defects. In first part, the input image is 
processed and identified the defect. In second part, the identified 
defect has been classified like dye spot, holes, ladder, pin marks, 

flat, burst selvedge in textile industry using MNN. Initially, the 
fabric vibration free images are obtained in inspection system. The 
obtained image has been preprocessed by using filtering scheme 
and then normalized. After that, the preprocessed image has been 
segmented the defect region by using AHCM clustering algorithm 
and then the image converted into binary images. Then, the grey 
level concurrence matrix features has been extracted and given as 
an input to the MNN. In MNN, 78 defected and not defected 
images are trained and 6 types of fabric have been identified with 

rate of 96.7% when compared to existing schemes. 

 
Fig. 1: Overall process of proposed fabric defect detection system 

 

Fabric Material with Light Intensity Optimization 

In vision control system, the inadequate and excess illumines are 
considered as a major problem and it solved by optimized the light 
intensity. Initially, the cotton fabric light intensity has been 
optimized with constant dense and same thickness and it maintain 
over the process.  After that, the penetrated light intensities are 
captured as images by camera for each weave mark. Then, the 

same process has been followed for synthetic fabric with size of 
256x256. Finally, the same procedure followed in silk fabric. It is 
a soft material, so the optimization procedure has been presented 
more carefully. In this process, first the image has been acquired 
and then various schemes of process are applied. But, if the 
acquired image is not satisfied then the proposed tasks may not be 
attainable even using image enhancement. The textile fabric image 
has been attained by using CCD camera. That acquired input color 

fabric images are processed into MATLAB using image 
processing schemes. 

Preprocessed to Noise Removal: one form of image has been 
converted into another form means, it can be affected by some 
noise and it can be reduced the image quality. So, some filtering 
schemes have been introduced. Here, the image is affected by 
stationary noise and impulsive noise. Here, the adaptive filter has 
been used to remove stationary noise. Then, Enhanced Directional 
Switching Median Filter (EDSMF) is applied [25] to reduce 
impulse noise. The steps are given below 

1. Enhanced directional detector has been used detect the 
impulse noise from input image X. 

2. Then, the binary image has been created, which detect 
the noisy and noise free pixels. 

3. EDSMF has been applied to remove noise. 
The proposed EDSMF method enhances the traditional Vector 
Median Filter (VMF) through combining it with adaptive 
directional detector for impulse noise removal in noisy fabric 

image. For the efficient access, the image data normalized by 0 
and 1. 

Image Segmentation Using AHCM Clustering 

Classification Based defect detection 

Segmentation 

Input fabric 

images 

Image de-noising using 

filtering 

Alternative hard c-means 

clustering 

Fault identification and 

classification Modular Neural Network 

Detection of delicate features 

of fabric defects 
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Generally, image segmentation scheme has been used for 
predicting the boundaries like lines, curves, etc. In this process, a 

label assigned for every pixel in an image, which pixels has same 
label share their visual characteristics. Here, the clustering based 
AHCM segmentation has been used. It clusters the defect free 
region into one cluster and defected region into another cluster. It 
is a good clustering method and it will cluster data set 𝑋 =
 {𝑥1 , … , 𝑥𝑛} into c well partitions with 2 ≤ 𝑐 ≤ 𝑛 −  1. While, it 

has no priori information about unlabelled data set X, so it is need 
an objective function for clustering process. Naturally, each 
cluster shall be as compact as possible. Thus, AHCM clustering 
objective function is proposed as  

 

𝐽𝐴𝐻𝐶𝑀 = ∑ ∑ {− exp(−𝛽‖𝑥𝑗 − 𝑧𝑖‖
2

)}

𝑗∈𝐼𝑖

𝑐

𝑖=

 
( 1 ) 

 
Where 𝛽  is a constant and it can be represented as 
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And 𝑗 ∈ 𝐼𝑖 if 1 − exp (−𝛽‖𝑥𝑗 − 𝑧𝑖‖
2

) = min𝑘 {1 −

exp(−𝛽‖𝑥𝑗 − 𝑧𝑘‖
2

)} ∀𝑘 = 1, … , 𝑐. It is defined as constant in 

order to fix the effect of parameter by using data points. It has 

been set to be the inverse of sample covariance, and the 
minimization condition of AHCM objective function is defined as  
 

𝑧𝑖 =
∑ (exp (−𝛽‖𝑥𝑗 − 𝑧𝑖‖

2
) 𝑥𝑗)𝑗∈𝐼𝑖

∑ 𝑒𝑥𝑝 (−𝛽‖𝑥𝑗 − 𝑧𝑖‖
2

)𝑗∈𝐼𝑖

 

( 3 ) 

 
The exact AHCM clustering algorithm along with this necessary 
condition has been discussed given below 
Step 1: some initial values 𝑧1 , … , 𝑧𝑐 has been chosen 

Step 2 n data points are classified by assigning them to the class 

of the smallest distance 𝑑(𝑥, 𝑦) = − 𝑒𝑥𝑝(−𝛽‖𝑥 − 𝑦‖2) 

Step 3: new centers 𝑧𝑖 has been obtained by using the fixed-point 

iteration. Condition check if no new 𝑧𝑖 is found, then stop the 

process. Otherwise go to step 2. 
If the necessary condition can’t be solved directly, then iterative 
method has been used to attain step 2. Thus the segmentation 
region is localized, which is to find out the smallest rectangle that 
can completely contain the defect area. 

Feature Extraction  

To improve the classification accuracy, the grey level histogram 
based features has been extracted. It defines the statistical 
distribution of image grey value. Seven types of features has been 

extracted such as energy 𝐻𝑝, grey average 𝑖,̅ entropy 𝐻𝑒, variance 

2, maximum difference of grey value G and the maximum grey 
value 𝐺𝑚 using the formula given in [26]. Additionally, the 

geometric feature has been extracted and it has the information’s 
related to the shape. Here, the first step is defined as the 

binarization of the defect image. Then, six types of feature 
parameters has been extracted such as width W, length L, the ratio 
of width and length B, perimeter C area S and dispersion A. width 
has been represented as the vertical width of the defect area and is 
computed by the vertical projection. Length has been represented 
the horizontal length of defect area and is computed by horizontal 
projection.  Generally, the ratio of width and length has been 
described the degree of weft of the defect. Then, the area has been 
represented the sum of all values which has grey value 1 in the 

binary image. The perimeter has been represented the sum of all 
pixels in the region of the segmentation edge. The measure of the 
defect shape has been represented as dispersion.  

The Fabric Defect Classification and Identification 

Using MNN  

The fabric defect detection last step is defect identification and 
classification. This process has been done using extracted features 
on the fabric defects. In this work, one of the most important 
statistical methods of MNN has been used for classification. 
Modular Neural Network: generally, a computation system, 
which has two or more subsystems that can be worked, based on 

the same or various inputs independently are named as the 
modularity.  In MNN, two or more individual neuron modules has 
been comprised, which can be independently act on the inputs and 
produced output. In this neural network, the Divide and conquer 
scheme has been absorbed a number of advantages like flexibility 
in design and implementation, scalability, complexity reduction, 
computational efficiency and robustness. While considered a 
problem with a large number of dimensions solved by these 

properties and make modeling very efficiently and easily. In 
MNN, three stages have been considered and are shown in fig 2. 
In this process, the features are given to the input to MNN and it 
divided in to modules and then classification decision has been 
predicted. Here, 6 types of defected classes are defined. Initially, 
the problems are split into smaller problems and then each one 
sent to one of the modules. Here, the task decomposition process 
has been introduced and it has been take a look at the artificial 

data and is depicted in fig 3. Here, the input space has been split 
into two regions like two classed of data such as crosses and 
circles is defined in upper right. Then, three classes of data 
represented like above two classes with triangle. These two 
classes with samples have belonging to the two different regions. 
The defect classifier has been given to all regions and transformed 
this particular problem into two simpler ones. In this training 
phase, each and every modules has been trained until it solves the 
particular sub problems. Then, the decision phase has been 

introduced to produce a final network output. Generally, it can be 
done by using a gating network, module vote has been makes or 
hierarchical integration has been used. In this work, in the task 
decomposition phase, a  
gating network has been used and it considers additional modules, 
which trained to identify the region of input space wherever each 
of the modules have their region of expertise. After completion of 
learning process, a new pattern is given to the network, the 

individual module calculates the classes, and particular output is 
selecting by gate network. The training process of the network 
defines the optimization of network detection performance. It has 
been identified via minimizing the performance function. The 
Mean Squared Error (MSE) has been defined as the performance 
function. Finally, the classification results has been predicted 
among [-1, 1] and predicts whether the block region contain defect 
region or not.  

 
Fig. 2: Overall process of a modular neural network 
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Fig. 3: The partition of the input space for a 3 class problem 

4. Experimental Results and Discussion 

This section presents the experimental results for fabric defect 
detection. In this section, the real time collected dataset has been 
used to analyze performance results compared with existing ANN 
[13] and SVM-GA [12] schemes using MATLAB. 

Dataset 

The fabric defect images have been captured from visual system 
by using CCD cameras in real time. It contains 100 images and 75 

are used for training and 25 used for testing process. Here, once 
the MNN is trained in the learning phase (i.e offline step) it will 
be inserted in the defect detection process and then the global 

needed time is considerably reduced. The training process has 
been carried out with error BP by using set of fabric images with 

defect 52 and without defect 23 images. Initially, the weight 
values of NN have been set among 0 and 0.1 and learning 
coefficient is set as 0.6. 

Performance Discovery 

After the MNN is trained with 75 images, the remaining 25 
images have been tested. The performance of trained and tested 
images has been measured separately in terms of classification 

accuracy, processing time, convergence speed, MSE and Peak-
Signal-to-Noise Ratio (PSNR). The accuracy has been measured 
among the total number of correctly classified test samples and 
total number of test samples and is defined as 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (%) =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃
× 100 

( 4 ) 

 
Where TN-true negative (i.e wrongly identified correct sample), 
TP-true positive (i.e correctly identified sample), FP-false positive 

(i.e the defect sample correctly identified) and FN-false negative 
(i.e defect sample identified wrongly). In the training process, all 
the MNN classifiers achieve an average accuracy of 96.7% in the 
whole dataset. This indicates that the classifiers are well trained 
and can be applied for fabric defect detection. Though, in the 
testing process, these classifiers are validated beside the test data 
and the average accuracy is about 96.7% for original features. 
For image the time needed for defect detection through scanning 

the whole image is about 0.8 seconds. Taking into account the 
production rate, the algorithm can be used in a real time 
application.
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Fig. 4: Fabric dataset samples 

Discussion and Comparison with Existing Classification 

Methods 

In this experiment, the image is attained after scanning the input 

image using a window of size pixels. After applying the 
segmentation, the features extractions are generated through 
dividing the fabric image into overlapping blocks of size pixels. 
Finally, the classification result is obtained from a modular 
network trained. Fig 4 shows examples of the fabric sample 
dataset.  
Usually, these kinds of fabric defects are varied in shape, size and 
orientation. In that situation, the proposed algorithm has been 

managed to predict most of the defects in accurate manner. Based 
on the accurate prediction result, the proposed MNN concluded 
that it can be effectively improved the classification performance 
in textile industry. Finally, the evaluation of proposed MNN has 
been attained good potential result for improving fabric defect 
detection compared than existing ANN and SVM-GA showed in 
table 1. The average accuracy result is 96.7% due to the efficient 
feature extraction and classifier.   

 

Table 1: Classification Accuracy for All Classification Algorithms 

N u m b e r  o f  i m a g e s  S V M - G A A N N M N N 

5 8 4 8 5 8 9 

1 0 8 6 8 8 9 0 . 5 

1 5 8 9 9 1 9 2 

2 0 9 0 9 2 9 4 

2 5 9 1 9 3 9 5 

3 0 9 2 9 4 . 5 9 6 . 7 

Accuracy Performance Comparison 

Fig 5 shows that the accuracy performance comparison results for 

proposed MNN and existing ANN than SVM-GA.  It illustrate 
that the proposed MNN attained high accuracy rate compared than 
existing classifiers due to the efficient segmentation process and 
feature extraction. When the number of images will increase 
means the accuracy also increased.  

 

Fig. 5: Accuracy performance comparison vs. number of images 

 

 

 

 

Convergence Speed Performance Comparison 

 

Fig. 6: Convergence speed performance comparison vs. Number of images 

The convergence speed performance comparison among proposed 

MNN and existing ANN, SVM-GA is showed in Fig 6. The 
narrow span of this graphical representation shows the proposed 
MNN attained high convergence speed based on the objective 
function compared than existing scheme. The numerical 
evaluation is showed in table 2.[27] 

Table 2: Convergence Speed Numerical Evaluation for All Classifiers 

N u m b e r  o f  i m a g e s  S V M - G A A N N M N N 

5 1 . 4 5 1 . 4 1 . 3 8 

1 0 1 . 4 2 1 . 4 1 . 3 5 

1 5 1 . 3 8 1 . 3 2 1 . 2 7 

2 0 1 . 3 1 . 2 5 1 . 1 5 

2 5 1 . 2 6 1 . 1 8 1 . 1 

3 0 1 . 2 1 . 1 1 . 0 5 
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PSNR performance comparison  

 
Fig. 7: Comparison of PSNR in various classification algorithms 

Fig 7 shows that the PSNR performance comparison evaluation 
results among the proposed MNN and existing ANN and SVM-
GA. It illustrate the proposed MNN attained high PSNR rate 
compared than existing classifiers due to the less MSE and less 
processing time.  The numerical evaluation is showed in table 3. 

 
Table 3: PSNR Numerical Evaluation for All Classifiers 

N u m b e r  o f  i m a g e s  S V M - G A A N N M N N 

5 2 9 . 1 6 5 3 1 . 6 5 4 6 3 5 . 5 6 8 9 

1 0 2 7 . 6 5 8 9 3 3 . 5 4 6 5 3 7 . 4 6 9 9 

1 5 2 7 . 1 2 5 6 3 5 . 4 1 2 3 3 9 . 4 1 2 5 

2 0 2 8 . 4 0 6 5 3 7 . 5 6 4 8 3 7 . 4 6 2 6 

2 5 2 6 . 9 8 6 4 3 9 . 4 5 6 2 3 5 . 9 5 4 4 

3 0 2 7 . 8 7 3 7 . 8 7 3 9 . 6 7 

MSE Performance Comparison 

 
Fig. 8: MSE performance comparison vs. Number of images 

 

Fig 8 shows that the MSE performance comparison results 

between proposed MNN and existing ANN and SVM-GA. It 
illustrate that the proposed method has less value of MSE and it 
indicating the high-quality reconstructed image due to the efficient 
segmentation. The numerical evaluation results are showed in 
table 4. 

 

 

Table 4: MSE numerical evaluation for all classifiers 

N u m b e r  o f  i m a g e s  S V M - G A A N N M N N 

5 3 8 . 4 4 6 4 2 1 . 0 3 8 2 3 . 1 2 5 4 

1 0 5 4 . 5 1 8 9 2 3 . 5 9 5 5 2 0 . 5 8 4 1 

1 5 6 1 . 5 7 2 7 2 6 . 7 2 8 1 2 1 . 8 5 4 1 

2 0 4 5 . 1 3 1 2 9 . 3 7 3 5 2 3 . 2 5 8 4 

2 5 4 8 . 1 2 4 2 3 3 . 0 6 2 6 2 0 . 2 5 6 1 

3 0 4 5 . 1 2 3 0 . 3 2 2 0 . 8 7 

 

Processing time comparison 

 

 

Fig. 9: Processing time vs. number of images 
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Fig 9 shows the processing time performance comparison among 
proposed MNN and existing ANN and SVM-GA. From the figure, 

it is recognized that the proposed MNN method has taken less 
time to detect the defect. It is also obvious that, with increasing 
the images, the processing time becomes higher for all the 

methods, that is, a better defect detection can be obtained by 
taking more measurements. The numerical evaluation results are 

showed in table 5.[28] 

 

 
Fig. 10: Defect perdition and classification result for sample dataset images 

 

Table 5: Processing Time Numerical Evaluation for All Classifiers 

N u m b e r  o f  i m a g e s  S V M - G A A N N M N N 

5 1 2 8 7 1 2 0 1 9 6 4 

1 0 1 2 0 0 1 1 2 4 9 2 4 

1 5 1 1 4 2 1 0 2 4 8 5 4 

2 0 1 0 9 5 9 5 4 7 9 5 

2 5 9 7 8 8 7 4 7 2 3 

3 0 8 5 6 7 8 9 6 8 4 

3 5 7 9 8 6 9 4 6 2 4 

4 0 7 2 6 6 4 5 5 6 1 

5. Conclusion 

In this work, Modular Neural Network (MNN) based novel 
scheme is proposed to resolve the problem of fabric defect 
detection, which is based on the segmentation and efficient feature 
extraction. AHCM based image segmentation is done to localize 

the defects and MNN is proposed to find the defects. The 
classification performance of this proposed MNN has been widely 
evaluated via using the real time images of the textile industry. 
The comparison with other existing algorithm of ANN than SVM-
GA reported in literature highlights the efficiency of the MNN 
approach. The accuracy of block condition was 96.7% and the 
simulation results demonstrate that the proposed MNN algorithm 
is a strong technique for fabric defect detection. The grey level 

and geometric features has been used to effectively classify the 
defects for a sample of a very large number of high-quality 
images. The MNNs have a fast convergence speed under general 
regular conditions and less processing time. But it may have 
slower convergence rate under relatively weaker conditions. In 
order to solve this issue, further the adaptive network-based fuzzy 
inference system based classifier is proposed to detect the defect. 
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