Solution of a system of differential equations with constant coefficients using inverse moments problem techniques
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Abstract

It is known that given a system of simultaneous linear differential equations with constant coefficients you can apply the Laplace method to solve it. The Laplace transforms are found and the problem is reduced to the resolution of an algebraic system of equations of the determining functions, and applying the inverse transformation the generating functions are determined, solutions of the given system. This implies the need to know the analytical form of the inverse transform of the function. In this case the initial conditions consist in knowing the value that the generating function and its derivatives takes at zero. A generalization of this method is proposed in this work, which is to define a more general integral operator than the Laplace transform, the initial conditions consist of Cauchy conditions in the contour. And finally, we find a numerical approximation of the inverse transformation of the generating functions, using the techniques of inverse moment problems, without being necessary to know the analytical form of the inverse transform of the function.
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1. Introduction

Given a system of ordinary linear differential equations with constant coefficients of the form

\[ y^{(n)}_1(x) = f_1(x, y_1, y_2, \ldots, y_n, y^{(1)}_1, y^{(1)}_2, \ldots, y^{(n-1)}_1, y^{(n-1)}_2, \ldots, y^{(n-1)}_n) \]

\[ y^{(n)}_k(x) = f_k(x, y_1, y_2, \ldots, y_n, y^{(1)}_1, y^{(1)}_2, \ldots, y^{(n-1)}_1, y^{(n-1)}_2, \ldots, y^{(n-1)}_n) \]

(1)

Where \( y^{(n)}_k(x) \) indicates the derivative of order \( n \) of \( y_k(x) \) with \( i = 1, \ldots, k \) and

\[ f_i(x, y_1, y_2, \ldots, y_n, y^{(1)}_1, y^{(1)}_2, \ldots, y^{(n-1)}_1, y^{(n-1)}_2, \ldots, y^{(n-1)}_n) \]

\[ i = 1, \ldots, k \]

are linear functions of \( x, y_1(x), y_2(x), \ldots, y_n(x), y^{(1)}_1(x), y^{(1)}_2(x), \ldots, y^{(n-1)}_1(x), y^{(n-1)}_2(x), \ldots, y^{(n-1)}_n(x) \) with constant coefficients, we want to find the functions \( y_1(x), y_2(x), \ldots, y_k(x) \) which are solution of the given system.

There are a variety of methods to solve this problem, exposed in detail in the literature [1 - 4]. Some consist of numerical approximations, others give the exact solution. If the domain of the unknowns functions is \( (0, \infty) \) and are known

\[ y_1(0), y^{(1)}_1(0), \ldots, y^{(n-1)}_1(0) \]

\[ y_k(0), y^{(1)}_k(0), \ldots, y^{(n-1)}_k(0) \]

a known method [3] is to apply the Laplace transform to each system equation (1). Remember that the Laplace transform is defined as

\[ L(y) = \int_0^\infty y(x)e^{-ax}dx \]  

(2)

And integrating (2) in parts again and again, we come to the well known property

\[ L\left( y^{(n)}(x) \right) = \alpha^nL\left( y(x) \right) - \alpha^{n-1}y(0) + \ldots + \alpha y^{(n-2)}(0) + y^{(n-1)}(0) \]

In this way, applying the Laplace transform to (1) a system of algebraic equations is determined

\[ a_{11}(\alpha)L(y_1) + a_{12}(\alpha)L(y_2) + \ldots + a_{1k}(\alpha)L(y_k) = c_1(\alpha) \]

\[ \vdots \]

\[ a_{k1}(\alpha)L(y_1) + a_{k2}(\alpha)L(y_2) + \ldots + a_{kk}(\alpha)L(y_k) = c_k(\alpha) \]

Where the unknowns are \( L(y_1), L(y_2), \ldots, L(y_k) \). When solving this system, the Laplace transforms are expressed in terms \( \alpha \)

\[ L\left( y_i(x) \right) = \int_0^\infty y_i(x)e^{-\alpha x}dx = \mu_i(\alpha) i = 1, \ldots, k \]

The problem lies in finding the anti-transformation of \( \mu_i(\alpha) i = 1, \ldots, k \) using the techniques of...
inverse moments problem. Moreover, the Laplace transform is
generalized into a more general operator defined over an interval
(a, b), with Cauchy conditions in a and b. The objective of this
work is to show that we can solve the problem using the tech-
niques of inverse moments problem. We focus the study on the
numerical approximation.

2. Inverse moments problem

The problem of generalized moments [5], [6] is to find a function
\( f(x) \) about a domain \( \Omega \subset \mathbb{R}^d \) that satisfies the sequence of equations

\[
\mu_i = \int_{\Omega} g_i(x)f(x)dx \quad i \in \mathbb{N}
\]  

(3)

Where \( N \) is the set of the natural numbers, \( (g_i) \) is a given se-
quence of functions in \( L^2(\Omega) \) linearly independent known and the
succession of real numbers \( (\mu_i)_{i \in \mathbb{N}} \) are known data.
The Hausdorff moments problem [6], [7]) is a classic example of a
moments problem, we must find a function \( f(x) \) in \( (a, b) \) such that

\[
\mu_i = \int_{a}^{b} x^i f(x)dx \quad i \in \mathbb{N}.
\]

In this case \( g_i(x) = x^i \) with \( i \) in \( N \).

If the integration interval is \((0, \infty)\) we have the moments problem of
Stieltjes; if the integration interval is \((-\infty, \infty)\) we have the moments problem of Hamburger [6, 7].
The moments problem is a badly conditioned problem in the sense
that there may be no solution and if there is solution, there are not
continuous dependence on the given data [5, 6, 7]. There are sev-
eral methods to build regularized solutions. One of them is the
truncated expansion method [5].

This method involves solving (3) considering the finite moments problem

\[
\mu_i = \int_{\Omega} g_i(x)f(x)dx \quad i = 1, 2, ..., n,
\]

(4)

Where the approximate solution of \( f(x) \) is \( p_n(x) = \sum_{i=1}^{n} \lambda_i \phi_i(x) \) and the functions \( \phi_i(x) \) result of orthonormalize \( g_1, g_2, ..., g_n \) and
\( \lambda_i \) are coefficients that depend on the data \( \mu_i \). In the subspace generated by \( g_1, g_2, ..., g_n \) the solution is stable. If \( n \in \mathbb{N} \) is chosen in
an appropriate way then the solution of (4) is close to solving the
original problem (3).

In the case where the data \( \mu_1, \mu_2, ..., \mu_n \) are inaccurate, convergence theorems and error estimates must be applied for the regular-
ized solution (pág. 19 a 30 de [5]).

Another method is the Tikhonov method (pág. 18 de [5]). In this method you write (5) in the way \( Af = \mu \) with

\[
Af = \int_{\Omega} g_i f \quad g_i \quad g_2, ..., \quad \mu = (\mu_1, \mu_2, ...)
\]

And we must find \( f \) \in \( L^2(\Omega) \) that satisfies the variational equation

\[
\beta(\alpha, v)_{L^2(\Omega)} + (Af, Av)_{\Omega} = (f, Av)_{\Omega}, \quad \forall v \in L^2(\Omega),
\]

where \( \left(.,.\right)_{L^2(\Omega)} \) and \( \left(.,.\right)_{\Omega} \) are the usual internal products of
\( L^2(\Omega) \) and \( L^2 \) respectively and \( \beta > 0 \).

3. Systems of lineal ordinary differential equations

Given a system of ordinary linear differential equations with con-
stant coefficients of the form

\[
y^{(n)}_1(x) = f_1(x) y_1^{(1)}(x) + \ldots + f_k(x) y_k^{(1)}(x) + \ldots + y^{(n-1)}_1(\ldots) + y^{(n-1)}_k(\ldots)
\]

(5)

Where \( y_i^{(n)}(x) \) indicates the derivative of order \( n \) of \( y_i(x) \) \( i = 1, \ldots, k \) and

\[
f_i(x) y_1^{(1)}(x) + \ldots + f_k(x) y_k^{(1)}(x) + \ldots + y^{(n-1)}_1(\ldots) + y^{(n-1)}_k(\ldots)
\]

\( i = 1, \ldots, k \)

Are linear functions of

\[
x, y_1(x), y_2(x), ..., y_k(x),
\]

\[
y_1^{(1)}(x), ..., y_k^{(1)}(x), ..., y_1^{(n-1)}(x), ..., y_k^{(n-1)}(x)
\]

With constant coefficients, we want to find numerical approxima-
tions for functions \( y_1(x), y_2(x), ..., y_k(x) \) which are solution of the
given system. We assume Cauchy conditions in an interval \( (a, b) \)
We define the operator

\[
L'(y(x)) = \int_{a}^{b} y(x) e^{-ax}dx
\]

(7)

Integrating (7) by parts you get to the relationship

\[
L'(y^{(1)}(x)) = \int_{a}^{b} y(x) e^{-ax} - y(a) e^{-ax} + \alpha L'(y(x))
\]

Integrating by parts (7) repeatedly we come to

\[
L'(y^{(n)}(x)) = \int_{a}^{b} y^{(n-1)}(x) e^{-ax} dx + \alpha \int_{a}^{b} y^{(n-2)}(x) e^{-ax} dx + \ldots + \alpha^{n-1} y^{(1)}(x) e^{-ax} dx - \alpha^{n-1} y^{(n-1)}(x) e^{-ax} + \alpha^n L'(y(x))
\]

(8)

Note that if in (7) \( b \to \infty \) and \( a = 0 \) then it becomes the property of the Laplace transform named above.
We apply \( L' \) to each system equation (5) and taking into account
(8) we arrive at a system of algebraic equations

\[
a_{11}(\alpha) L'(y_1) + a_{12}(\alpha) L'(y_2) + ... + a_{1k}(\alpha) L'(y_k) = c_1(\alpha)
\]

\[
a_{k1}(\alpha) L'(y_1) + a_{k2}(\alpha) L'(y_2) + ... + a_{kk}(\alpha) L'(y_k) = c_k(\alpha)
\]

(9)

Where the unknowns are \( L'(y_1), L'(y_2), ..., L'(y_k) \).
When solving the system (9), the unknowns \( L'(y_i) \) \( i = 1, \ldots, k \) are expressed in terms of \( \alpha \), that is to say \( L'(y_i) = \mu_i(\alpha) \) \( i = 1, \ldots, k \).
We write A to the matrix of the coefficients

\[
A = \left( \begin{array}{cccc}
a_{11}(\alpha) & a_{12}(\alpha) & ... & a_{1k}(\alpha) \\
a_{21}(\alpha) & a_{22}(\alpha) & ... & a_{2k}(\alpha) \\
... & ... & ... & ...
\end{array} \right)
\]

If \( \text{Det}(A) \neq 0 \) then the system (9) have unique solution.
We change the variable \( z = e^{-x} \) and we get
L*(y_1) =
= \int_{a_1}^{b_1} y_1(x) e^{-ax} dx = \int_{a_1}^{b_1} y_1(z)(-ln(z))e^{-a} dz = \int_{a_1}^{b_1} y_1(z) e^{-a} dz

Where a_1 = e^{-b} ; b_1 = e^{-a} and y_1(z) = y_1(-ln(z)).

Then we can interpret
\[ \int_{a_1}^{b_1} y_1(z) e^{-a} dz = \mu_1(a) \quad (10) \]

As a inverse moments problem giving a values such that
\[ \text{det} (A) \neq 0. \]

The moments problem is solved considering the corresponding moments problem finite, that is, assigning to a a finite number of values, a = alfa_1, ..., n, with alfa chosen conveniently so that
\[ \text{det} (A) \neq 0. \]

This is repeated in each L*(y_1) = \mu_1(a) i = 1, ..., k. To apply the truncated expansion method, write (10) as
\[ \int_{a_1}^{b_1} y_1(z) e^{alfa_1} \cdot z^{alfa_1} dz = \mu_1(a) \]

We get an approximate solution \( p_{alfa} \) for each \( y_j(z) e^{alfa_1} \).

Then the approximate solution for \( y_j(a) \) be \( y_j(a) = (e^{x})^{alfa_1} \cdot p_{alfa} (e^{-x}) \).

In the case of being (a, b) an unbounded interval, for example (a, +\infty), it is convenient to proceed in another way, without changing the variable because in certain cases the norm \( L^2 \) of the difference \( y_j(a) - \int_{a}^{b} \cdot e^{alfa_1} \cdot p_{alfa} (e^{-x}) \) it would be divergent.

This second procedure \[ \text{Theorem} 8 \] consists of taking a base \( \{ \psi_r(a) \} \) to \( L^2(a, +\infty) \) and then
\[ \int_{a}^{b} \cdot y_j(a) e^{-a} dx = \mu_1(a) \]

Can be transformed into a generalized problem of moments by multiplying both members of equality by \( \psi_r(a) \) and integrate with respect to a. In this way we come to
\[ \int_{a}^{b} \cdot y_j(a) \cdot g_r(a) dx = \mu_{ir} \quad r = 1, 2, ... \]

Where
\[ g_r(a) = \int_{a}^{b} \cdot e^{-a} \cdot \psi_r(a) d\alpha \]

And the moments \( \mu_{ir} \) are
\[ \mu_{ir} = \int_{a}^{b} \cdot \mu_1(a) \cdot \psi_r(a) d\alpha \].

This procedure can also be applied if (a, b) is a finite interval.

4. Solution of inverse moments problem

To solve (10) numerically as a moments problem, we apply the truncated expansion method detailed in [7], and generalized in [8], in order to find an approximation \( p_{alfa} \) for \( y_j(z) e^{alfa_1} \) for the corresponding finite problem with \( a = alfa_1, ..., n ; \) where n is the number of moments \( \mu_1(a) \) that are considered.

Let \( \phi_r(z) = alfa_1, ..., n \) be the base obtained by orthonormalizing \( e^{-a} \cdot alfa_1 \) and adding to the resulting set the necessary functions until reaching an orthonormal basis.

Or, written in another way, \( z^r ; \ r = 0, ..., n^* ; n^* = n - alfa_1 + 1 \) if the interval is unbounded, the functions \( g_r(x) \) previously defined are orthonormalized.

The function \( y_j(z) \) is approximated by the truncated expansion method:
\[ \int_{a}^{b} \cdot \phi_r(z) \cdot \sum_{j=0}^{n^*} \lambda_j \cdot \phi_r(z) = \mu_{ir} \quad r = 0,1, ..., n^* \]

And \( \lambda_j \) are the coefficients of a matrix \( C \) that verify
\[ C \lambda_j = \left[ \int_{a}^{b} \cdot \phi_r(z) \cdot \phi_j(z) dz \right]_{r=0}^{n^*} \quad 1 \leq r \leq n^* \]

The terms of the diagonal are given by
\[ c_{rr} = \left| \int_{a}^{b} \cdot \phi_r(z) dz \right|^{-1} \quad r = 0, 1, ..., n^* \]

The following theorem gives a measure of the accuracy of the approximation.

Theorem: Let \( \{ \mu_{ir} \}_{r=0}^{n^*} \) be set of real numbers and suppose that \( y(z) \) is \( L^2(\alpha_1, \beta_2) \) verify for some \( n', x \ y \ M \) (two positive numbers):
\[ \sum_{r=0}^{n^*} \left| \int_{a_1}^{b_1} \cdot y(z) dz - \mu_{ir} \right|^2 \leq e^2 \]

And
\[ \int_{a_1}^{b_1} \cdot y^{(1)}(z)^2 dz \leq M^2 \]

If the interval is \( (a, \infty) \), then the condition (11) change by
\[ \int_{a}^{b} \cdot e^{x} \cdot y^{(1)}(z)^2 dz \leq M^2 \]

And the conclusion (12) change by
\[ \int_{a}^{b} \cdot y(z) - p_{n'}(z)^2 dz \leq \| C^T C \| e^2 + \frac{M^2}{(n'+1)^2} \]

In addition, it must be fulfilled that
\[ z^r y(z) \to 0 if z \to +\infty \] for all \( r \in N \).

The proof of this Theorem is detailed in [8] for the case of bounded interval, and in [9] for the interval case \( (\alpha_1, \infty) \).

5. Numerical examples

We illustrate the above with simple examples.

5.1. Example 1

We considered the system of equations
\[ \begin{cases} y^{(2)}(x) + 2y(x) + 4z(x) = e^x \\ z^{(2)}(x) - y(x) - 3z(x) = -x \end{cases} \]

In the interval (1,3) under the conditions
\[ \begin{cases} y(1) = -2 + e^{-x} - e^{-x} + e^{-x} + \cos(1) + \sin(1) \\ y(3) = -6 + e^3 - e^{-3} - e^{-3} + e^3 + \cos(3) + \sin(3) \end{cases} \]
\[ \begin{cases} x(1) = 1 - e^{-x} - e^{-x} - e^{-x} - \cos(1) - \sin(1) \\ x(3) = 3 + e^3 - e^{-3} - e^{-3} - e^3 - \cos(3) - \sin(3) \end{cases} \]

\[ \begin{cases} y^{(1)}(1) = -2 + e^{-x} - e^{-x} + e^{-x} + \cos(1) - \sin(1) \\ y^{(1)}(3) = -2 + e^3 - e^{-3} - e^{-3} + e^3 + \cos(3) - \sin(3) \end{cases} \]
\[
\begin{align*}
(x^{(1)}(1) &= 1 - \frac{e}{2} + \sqrt{\frac{e}{2}} - \sqrt{\frac{e}{2}} - \frac{\cos(\alpha)}{4} + \frac{\sin(\alpha)}{4} \\
(z^{(1)}(3) &= 1 - \frac{\sqrt{\alpha}}{2} + \sqrt{\frac{\alpha}{2}} - \sqrt{\frac{\alpha}{2}} - \frac{\tan(\alpha)}{4} + \frac{\tan(\alpha)}{4}
\end{align*}
\]  

(16)

The exact solution of the system is
\[
\begin{align*}
y(x &= e^{x^2} + e^{-x^2} + \tan(x) + \cos(x) + e^x - 2x \\
z(x &= -e^{x^2} - e^{-x^2} - \frac{1}{4}\tan(x) - \frac{1}{4}\cos(x) - \frac{e^x}{2} + x)
\end{align*}
\]

We apply the operator \( L^* \) to both system equations and you get to
\[
\begin{align*}
(a^2 + 2)L*(y) + 4L*(x) &= L*(e^x) - cy(a) \\
(-L*(y) + (a^2 - 3)L*(x) &= L*(-x) - cz(a)
\end{align*}
\]

(17)

Where \( cy(a) \) and \( cz(a) \) are expressions depending on the conditions (13), (14), (15), and (16).

The determinant of the matrix of system coefficients (17) is
\[
\begin{vmatrix}
a^2 + 2 & \frac{4}{a^2 - 3} \\
\frac{4}{a^2 - 3} & a^4 - a^2 - 2
\end{vmatrix}
\]

And it is null for \(-1, a = i, a = \sqrt{3}, a = -\sqrt{3}\).

We solve the system with Mathematica software and get expressions for \( L*(y) \) and \( L*(z) \) as a function of \( a \).

We evaluate these expressions giving values to \( a \) since \( \alpha / \alpha = 2 \) until \( n = 8 \), that is, we take 5 "moments" \( \mu(a) \).

The value for \( \alpha \) it is set equal to 2 in order to avoid discontinuities.

Applying the truncated expansion method we obtain an approximation for \( y(x) \) given by
\[
y(x) = (e^x)\frac{a!}{a!-1}p_n(e^{-x})
\]

Whose accuracy is
\[
\int_0^3|y(x) - (e^x)\frac{a!}{a!-1}p_n(e^{-x})|^2 \, dx = 0.0557505
\]

Analogously, for \( z(x) \) we obtain an accuracy of
\[
\int_0^3|z(x) - (e^x)\frac{a!}{a!-1}p_n(e^{-x})|^2 \, dx = 0.0543516
\]

In the Fig. 1 and in the Fig. 2 we observe the graphs of \( y(x) \) and \( z(x) \) with their respective overlapping approximations.

5.2. Example 2

We considered the system of equations
\[
\begin{align*}
y^{(1)}(x) &= 3z(x) - 4u(x) \\
z^{(1)}(x) &= -u(x) \\
u^{(1)}(x) &= z(x) - 2y(x)
\end{align*}
\]

In the interval (0,1) under the conditions
\[
\begin{align*}
y(0) &= 3 ; y(1) = e^3 + \frac{1}{e} + \frac{1}{e} \\
z(0) &= 1.6 ; z(1) = 4.43912 \\
u(0) &= 1.2 ; u(1) = -11.5752
\end{align*}
\]

The exact solution of the system is
\[
\begin{align*}
y(x) &= e^{-x} + e^{-2x} + e^{3x} \\
z(x) &= e^{-x} + 0.4e^{-2x} + 0.2e^{3x} \\
u(x) &= e^{-x} + 0.8e^{-2x} + 0.6e^{3x}
\end{align*}
\]

(18)

We apply the operator \( L^* \) to both system equations and you get to
\[
\begin{align*}
\alpha L*(y) - 3L*(z) + 4L*(u) &= -cy(a) \\
\alpha L*(z) + L*(u) - cz(a) &= 2L*(y) - L*(z) - \alpha L*(u) - cu(a)
\end{align*}
\]

(19)

Where \( cy(a), cz(a) \) and \( cu(a) \) are expressions depending on the conditions (18).

The determinant of the matrix of system coefficients (19) is
\[
\begin{vmatrix}
\alpha & -3 & 4 \\
0 & \alpha & 1 \\
2 & -1 & \alpha
\end{vmatrix} = \alpha^2 - 7\alpha - 6
\]

And it is null for \( \alpha = -2 ; \alpha = -1 ; \alpha = 3 \).

We solve the system with Mathematica software and get expressions for \( L*(y) \), \( L*(z) \) and \( L*(u) \) as a function of \( \alpha \).

We apply the first procedure to solve the system by changing the variable, since when trying to apply the second procedure we find a discontinuity when orthonormalizing the base.

We evaluate these expressions giving values to \( \alpha \) since \( \alpha / \alpha = 4 \) until \( n = 8 \), that is, we take 5 "moments" \( \mu(a) \).

The value for \( \alpha \) it is set equal to 4 in order to avoid discontinuities and for the solution to be unique.

Applying the truncated expansion method we obtain an approximation for \( y(x) \) given by
\[
(e^x)\frac{a!}{a!-1}p_n(e^{-x})
\]

Whose accuracy is
\[
\int_0^3|y(x) - (e^x)\frac{a!}{a!-1}p_n(e^{-x})|^2 \, dx = 0.00135636
\]
In the Fig. 3 we observe the graphs of \(y(x)\) with their overlapping approximation.

Analogously, for \(z(x)\) we obtain an accuracy of

\[
\int_0^1 \left| (e^x) \text{at}^{-1} p z_n (e^{-x}) \right|^2 \, dx = 0.000542543
\]

In the Fig. 4 we observe the graphs of \(z(x)\) with their overlapping approximation.

Finally we get the approximation for \(u(x)\). In this case we have an accuracy of

\[
\int_0^1 \left| (e^x) \text{at}^{-1} p u_n (e^{-x}) \right|^2 \, dx = 0.00108509
\]

In the Fig. 5 we observe the graphs of \(u(x)\) with their overlapping approximation.

5.3. Example 3

We considered the system of equations

\[
\begin{align*}
y^{(1)}(x) + 3y(x) + z(x) &= 0 \\
z^{(3)}(x) - y(x) + z(x) &= 0
\end{align*}
\]  \(20\)

In the interval \((0, \infty)\) under the conditions \(y(0) = 1; z(0) = -2\)

The exact solution of the system is

\[
\begin{align*}
y(x) &= (1 + x)e^{-2x} \\
z(x) &= -(2 + x)e^{-2x}
\end{align*}
\]

We apply the Laplace transform to both system equations \((20)\) and we come to

\[
\begin{align*}
\langle \alpha + 3 \rangle L(y) + L(z) &= 1 \\
\langle \alpha + 1 \rangle L(y) - L(z) &= -2
\end{align*}
\]  \(21\)

The determinant of the matrix of system coefficients \((21)\) is

\[
\begin{vmatrix}
3 + \alpha & 1 \\
-1 & 1 + \alpha
\end{vmatrix} = \alpha^2 + 4\alpha + 4
\]

In addition, it is null for \(\alpha = -2\)

We solve the system with Mathematica software and get expressions for \(L(y)\) and \(L(z)\) as a function of \(\alpha\):

\[
\begin{align*}
L(y) &= \frac{3 + \alpha}{(2 + \alpha)^2} \\
L(z) &= \frac{5 - 2\alpha}{(2 + \alpha)^2}
\end{align*}
\]  \(22\)

We consider the basis \(\{\psi_n(\alpha)\}_n = \{\alpha^n e^{-\alpha}\}_n\) of \(L^2(0, \infty)\). We apply the second procedure for \(n = 4\) moments.

With the truncated expansion method, we obtain an approximation for \(y(x)\) whose accuracy is

\[
\int_0^{\infty} |y(x) - p y_n(x)|^2 \, dx = 0.0203557
\]

Analogously, for \(z(x)\) we obtain an accuracy of

\[
\int_0^{\infty} |z(x) - p z_n(x)|^2 \, dx = 0.02963743.
\]

In the Fig. 6 we observe the graphs of \(y(x)\) with their overlapping approximation.

Analogously in the Fig. 7 for \(z(x)\) and its approach.
6. Conclusion

Given a system of ordinary linear differential equations with constant coefficients of the form

\[ y_1^{(n)}(x) = f_1(x, y_1, y_2, \ldots, y_k, y_1^{(1)}, \ldots, y_k^{(1)}, \ldots, y_1^{(n-1)}, \ldots, y_k^{(n-1)}) \]
\[ y_k^{(n)}(x) = f_k(x, y_1, y_2, \ldots, y_k, y_1^{(1)}, \ldots, y_k^{(1)}, \ldots, y_1^{(n-1)}, \ldots, y_k^{(n-1)}) \]

Where

\[ y_i^{(n)}(x) \text{ indicates the derivative of order } n \text{ of } y_i(x) \text{ with } i = 1, \ldots, k, \text{ and} \]
\[ f_i(x, y_1, y_2, \ldots, y_k, y_1^{(1)}, \ldots, y_k^{(1)}, \ldots, y_1^{(n-1)}, \ldots, y_k^{(n-1)}) \]
\[ i = 1, \ldots, k \text{ are linear functions of} \]
\[ x, y_1(x), y_2(x), \ldots, y_n(x) y_1^{(1)}(x), y_2^{(1)}(x), \ldots, y_1^{(n-1)}(x), y_2^{(n-1)}(x) \]

With constant coefficients, can be found in approximate form, the functions \( y_1(x), y_2(x), \ldots, y_n(x) \), which are solution of the given system, under Cauchy conditions in an interval \((a, b)\), considering the operator

\[ L'(y(x)) = \int_a^b y(x)e^{-ax}dx \]

Which coincides with the Laplace Transform if \( a = 0 \) and \( b = \infty \).

We also assume that each \( y_i(x) \in L^2(a, b) \).

When applying said operator on each equation of the system, a system of algebraic equations is obtained where the unknowns are \( L'(y_1), L'(y_2), \ldots, L'(y_k) \) and the coefficients are given by expressions depending on \( \alpha \).

Therefore, when solving the system of algebraic equations the unknowns are equalized to expressions in function of \( \alpha \)

\[ \int_a^b y_i(x)e^{-ax}dx = \mu_i(\alpha) \]

Making change of variable and discretizing the problem, giving to \( \alpha \) appropriate value, it can be interpreted as a inverse moments problem and solved using the techniques of truncated expansion.

In that, way we obtain a numerical approximation for each \( y_i(x) \).

In the case of having an interval of the form \((a, \infty)\), we multiply both members of the previous equality by a base of \( L^2(a, \infty) \) and we integrate. In this way, we obtain equality

\[ \int_a^\infty y_i(x)g_r(x)dx = \mu_1 r = 1, 2, \ldots \]

Where

\[ g_r(x) = \int_a^\infty e^{-ax}\psi_r(x)dx \]

In addition, the moments \( \mu_r \) are

\[ \mu_r = \int_a^\infty \mu_1(\alpha)\psi_r(\alpha)dx. \]

This procedure can also be applied if \((a, b)\) is a finite interval. Again applying the truncated expansion method to the corresponding moments problem, we find a numerical approximation for each \( y_i(x) \).
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