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Abstract 
 

Estimation of a parameter of generalized exponential distribution (gexp) is obtained based on generalized order 

statistics. The maximum likelihood and Bayes methods are used for this purpose. Survival function and hazard rate are 

also computed. Estimation based on upper record values from generalized exponential distribution is obtained as a 

special case and compared by simulated data. 
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1. Introduction 

The concept of generalized order statistics (gOS) was introduced in [1]. A variety of order models of random variables 

is contained in this concept. [2], [3] discussed gOS from exponential and power function distributions. [4] Obtained 

some recurrence relations of moments for order statistics from generalized exponential distribution (Gexp). 

The minimum variance linear unbiased estimators, the best linear invariant estimators and maximum likelihood 

estimators based on n-selected generalized order statistics are presented for the parameters of the Burr XII distribution 

in [5]. 

The maximum likelihood estimation, Bayesian estimation using Jeffrey prior and the extension of Jeffrey prior 

information for estimating the parameters of the Weibull distribution of the life time is presented see [6]. The maximum 

likelihood and the Bayesian methods are applied to estimate the unknown parameters of the Weibull extension model 

by using the generalized order statistics; also asymptotic variance-covariance matrix of the estimators is given in [7]. [8] 

Estimated the reliability based on Pareto distribution. [9] Estimated the parameters of an exponentiated inverted 

Weibull distribution by Bayesian and non-Bayesian methods of estimation, she compared them through confidance 

intervals, and their mean squared error values. [10] derived the maximum likelihood estimators of an accelerated life 

tests model, prediction of scale parameter under usual conditions is obtained and reliability function at a certain mission 

time under the same conditions is predicted. The maximum likelihood estimation for the unknown parameters of the 

generalized exponential distribution, they suggested Tierney- Kanane's approximation to obtain the bayes estimates saw 

[11]. In this paper, we use the maximum likelihood and Bayes methods for estimating the parameter of the generalized 

exponential distribution based on generalized order statistics. Record values are considered as a special case of gOS, 

survival function and hazard rate are also computed, mean absolute error and mean square errors are used to compare 

ML and Bayes estimation methods using simulated data generated from Gexp. By Maple V.  

The pdf and cdf of generalized exponential distribution proposed are given respectively by 
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The survival function of the Gexp takes the following form 
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The hazard function of the Gexp is given by 
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Suppose X(1,n, m, k), X(2, n, m, k), …, X(n, n, m, k), k ≥1 and m being a real number, are n generalized order statistics 

based on an absolutely continuous cumulative distribution function (cdf) F(x) with probability density function (pdf) 

f(x), then they having joint density function of the form given in [12] as 
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The pdf of ( , , , ), (1 )r n m kX r n  , is given as follows 
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The joint pdf of ( , , , )r n m kX  and ( , , , )s n m kX (1≤ r < s ≤ n) is given by 
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For 0 < x < 1, x < y and r < s, where 
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Note that for m = 0, k = 1 we obtain the joint pdf for ordinary order statistics, and when m = -1, k=1, we get the joint 

pdf of the upper record values.  

2. Maximum likelihood method 

From (1.1), (1.2) and (1.5) the maximum likelihood function is given by 
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The maximum likelihood (ML) estimate of the parameter   can be obtained from 

 

   
1

2 2

1

log
( 1)

n

i r n
i

L
m w w   








    



1

1

( 1) log(1 ) log(1 ) 0
n

i r n
i

m x x  




                                                      (2.2) 

 

Setting 0, 1 1,2,...m k and i   in (2.2), gives the likelihood equation for order statistics as 
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Setting m = -1 and k = 1 in (2.2), we have likelihood equation from record values  
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Mle of   is obtained by solving (2.4) using Maple V. 

3. Bayes estimation 

The likelihood function (1.6) can be written as: 
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We use the inverted gamma conjugate prior density for the parameter   
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It follows from (3.1) and (3.2), that the posterior density of   is then 
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The posterior distribution of   is: 
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The bayes estimate of the parameter   is the mean of the posterior as: 
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4. Applications 

The following data represent the observed failure times in hours of ten Gexp. Components. The data were actually 

simulated from Gexp. Population with 0.96   

0.25981 0.31008 0.39169 0.45375 0.64403 

0.74558 0.79718 0.81292 0.88431 0.96049 

Two criteria, were employed for comparison of the parameter estimation, the set of criteria as follows: 

a) The mean absolute errors (MAE) 

The MAE test is based on the mean absolute distance between the ( )iF x  and the estimated ˆ ( )iF x  [13], the MAE is 

given by: 
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b) The Root Mean Squares Error (RMSE) Statistic Test 

The RMSE test is based on the mean squared distance between the observed ( )iF x  

And the estimated ˆ ( )iF x , [14], the RMSE is given by: 
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The smallest value of the test statistics in (a) and (b) is the better and indicates that data fits the chosen distribution. 

 

Table 1: MLE of CDF, Survival and Hazard Rates for N=10, ˆ 0.9046578, 0.96ML    

i F0 FE ˆ ( )R t  ˆ ( )H t  

1 0.041 0.104 0.959 1.152 

2 0.051 0.114 0.949 1.164 

3 0.324 0.387 0.676 1.635 

4 0.420 0.483 0.580 1.905 

5 0.168 0.231 0.832 1.328 

6 0.115 0.178 0.885 1.249 

7 0.571 0.634 0.429 2.576 

8 0.740 0.803 0.260 4.250 

9 0.571 0.634 0.429 2.576 

10 0.176 0.239 0.824 1.341 
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Table 2: Bayes Estimation of CDF, Survival and Hazard Rate Functions when N=10, B=2.6, P=1, AB=0.933 

i F0 FE ˆ ( )R t  ˆ ( )H t  

1 0.041 0.074 0.926 1.158 

2 0.051 0.084 0.916 1.170 

3 0.324 0.357 0.643 1.667 

4 0.420 0.453 0.547 1.960 

5 0.168 0.201 0.799 1.342 

6 0.115 0.148 0.852 1.258 

7 0.571 0.604 0.396 2.708 

8 0.740 0.773 0.227 4.726 

9 0.571 0.604 0.396 2.708 

10 0.176 0.209 0.791 1.355 

 
Table 3: Bayes Estimation of CDF, Survival and Hazard Rate Functions when N=10, B=3, P=1.4, AB=0.952 

i F0 FE ˆ ( )R t  ˆ ( )H t  

1 0.041 0.096 0.904 1.161 

2 0.051 0.106 0.894 1.174 

3 0.324 0.379 0.621 1.690 

4 0.420 0.475 0.525 1.999 

5 0.168 0.223 0.777 1.351 

6 0.115 0.170 0.830 1.265 

7 0.571 0.626 0.374 2.805 

8 0.740 0.795 0.205 5.114 

9 0.571 0.626 0.374 2.805 

10 0.176 0.231 0.769 1.365 

 
Table 4: Bayes Estimation of CDF, Survival and Hazard Rate Functions when N=10, B=2.333, P=2.4, AB=0.972 

i F0 FE ˆ ( )R t  ˆ ( )H t  

1 0.041 0.117 0.883 1.165 

2 0.051 0.127 0.873 1.179 

3 0.324 0.400 0.600 1.715 

4 0.420 0.496 0.504 2.042 

5 0.168 0.244 0.756 1.361 

6 0.115 0.191 0.809 1.272 

7 0.571 0.647 0.353 2.916 

8 0.740 0.816 0.184 5.597 

9 0.571 0.647 0.353 2.916 

10 0.176 0.252 0.748 1.376 

 
Table 5: MAE and RMSE of MLE and Bayes Estimation Methods for N=10 

Test MLE 
Bayes 

B=2.333,p=2.4, 0.972   B=2.6,p=1, 0.933   B=3, p=1.4, 0.952   

MAE 0.026 0.053 0.125 0.036 

RMSE 0.033 0.065 0.152 0.044 

5. Remarks 

1) The maximum likelihood estimates of cdf, survival function and hazard rate functions are given in table (1), 

Bayesian estimates of cdf, survival function and hazard rate functions for different values of B and p are given in 

tables (2), (3) and (4). 

The values of MAE and RMSE of maximum likelihood and Bayesian methods are given in table (5); the best method is 

the method that gives the smallest value of MAE and RMSE. 

2) In table (1) when we computed parametric estimators of Gexp. Distribution in maximum likelihood (MLE) and 

Bayes using different values of B and p, we find from table (5) that the best estimator is the maximum likelihood 

method. 
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6. Conclusion 

The estimated parameter of Gexp. Distribution obtained from the maximum likelihood estimation is the best compared 

to Bayes estimation. 
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