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Abstract
In this paper an analytical expression for the solution of the fractional order epidemic model of a non-fatal disease in a population which is assumed to have a constant size over the period of the epidemic is presented. Homotopy analysis method (HAM) is implemented to give approximate and analytical solutions of the presented problem.
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1 Introduction

Mathematical models of infectious diseases [2] can provide important insight into our understanding of epidemiological processes, the course of infection within a host, the transmission dynamics in a host population, and formulation or implementation of infection control programs. The model presented here can be used to model any infectious disease of humans or wildlife with discrete disease states, irrespective of the number of disease states. The problem of spreading of a non-fatal disease in a population which is assumed to have constant size over the period of the epidemic is considered in [4]. At time \( t \) suppose the population consist of:

\( x(t) \) which is the number of susceptible individuals;
which is the number of infected individuals at time \( t \) and are able to spread the disease by contact with susceptible;

\( z(t) \) which is the number of isolated individuals, who cannot get the disease or transmit it either they have a natural immunity, or they have recovered from the disease and are immune from getting it again, or they have been placed in isolation, or they have died. The mathematical model does not distinguish between these possibilities.

Assume there is a steady constant rate between susceptible population and infective population and that a constant proportion of these constant result in transmission. Then in time \( \delta t \), \( \delta x \) of the susceptible population become infective, where

\[
\delta x = -\beta xy \delta t ,
\]

If \( \beta > 0 \) is the rate of infection and \( \gamma > 0 \) is the rate at which current infective population become isolated, then:

\[
\delta y = \beta xy \delta t - \gamma y \delta t ,
\]

The number of new isolated population, \( \delta z \) is given by:

\[
\delta z = \gamma y \delta t .
\]

Now let \( \delta t \to 0 \), then the following nonlinear system of ODEs determines the progress of the disease:

\[
\begin{align*}
\frac{dx}{dt} &= -\beta xy, \\
\frac{dy}{dt} &= \beta xy - \gamma y, \\
\frac{dz}{dt} &= \gamma y .
\end{align*}
\]

Subject to

\[
x(0) = N_1, y(0) = N_2, z(0) = N_3 .
\]

Biazar [1] used the Adomian decomposition method (ADM) to solve (1) while the authors in [7] applied the variational iteration method (VIM). In [8] the homotopy perturbation method (HPM) was employed to get an approximate solution of (1).

The rest of the paper is organized as follows. In Section 2, a discussion about the fractional calculus theory is presented. The idea of homotopy analysis method (HAM) for solving a system of fractional order ordinary differential equations is
discussed in section 3. In Section 4, we introduce fractional-order into the model of non-fatal epidemic and the approximate solution of the model is presented. Section 5 is devoted for the numerical results and discussion.

2 Fractional calculus

Differential equations of fractional order have been the focus of many studies due to their frequent appearance in various applications in fluid mechanics, viscoelasticity, biology, physics epidemiology [2] and engineering. Consequently, considerable attention has been given to the solutions of fractional ordinary differential equations, integral equations and fractional partial differential equations of physical interest. Recently, a large amount of literatures developed concerning the application of fractional differential equations in nonlinear dynamics. The differential equations with fractional order [5] have recently proved to be valuable tools to the modeling of many physical phenomena. This is because of the fact that the realistic modeling of a physical phenomenon does not depend only on the instant time, but also on the history of the previous time which can also be successfully achieved by using fractional calculus. Most fractional differential equations do not have exact analytic solutions, so approximation and numerical techniques must be used. The variational iteration method (VIM), the Adomian decomposition method (ADM) and Homotopy analysis method (HAM) [6] are relatively new approaches to provide an analytical approximation to linear and nonlinear problems, and they are particularly valuable as tools for scientists and applied mathematicians, because they provide immediate and visible symbolic terms of analytic solutions, as well as numerical approximate solutions to both linear and nonlinear differential equations without linearization or discretization. There are several definitions of a fractional derivative of order $\alpha > 0$. The two most commonly used definitions are Riemann–Liouville and Caputo. Each definition uses Riemann–Liouville fractional integration and derivatives of whole order. The difference between the two definitions is in the order of evaluation. Riemann–Liouville fractional integration of order $\alpha$ is defined as:

$$ J^\alpha f(x) = \frac{1}{\Gamma(\alpha)} \int_0^x (x - t)^{\alpha-1} f(t) \, dt, \quad \alpha > 0, x > 0, $$

$$ J^0 f(x) = f(x). $$

The next two equations define Riemann–Liouville and Caputo fractional derivatives of order $\alpha$, respectively,

$$ D^\alpha f(x) = D^m \left( J^{m-\alpha} f(x) \right), $$
\[ D_{x}^{\alpha} f(x) = J^{m-\alpha}(D^{m} f(x)) \]

Where

\[ m - 1 < \alpha \leq m, m \in \mathbb{N} \]

Hence, we have the following properties [5-6]:

1. \[ J^{\alpha} J^{\beta} f(x) = J^{\alpha+\beta} f(x) \]
2. \[ J^{\beta} J^{\alpha} f(x) = J^{\beta+\alpha} f(x) \]
3. \[ J^{\alpha} t^{\gamma} = \frac{\Gamma(\gamma + 1)}{\Gamma(\alpha + \gamma + 1)} t^{\alpha+\gamma}, \quad \alpha > 0, \gamma > -1, t > 0 \]

The definition of fractional derivative involves an integration which is non-local operator (as it is defined on an interval) so fractional derivative is a non-local operator. In other word, calculating time-fractional derivative of a function \( f(t) \) at some time \( t = t_1 \) requires all the previous history, i.e. all \( f(t) \) from \( t = 0 \) to \( t = t_1 \).

### 3 Basic idea of homotopy analysis method (HAM)

The homotopy analysis method (HAM) is proposed first by Liao [10] for solving linear and nonlinear differential and integral equations. Different from perturbation techniques; the (HAM) doesn’t depend upon any small or large parameter. This method has been successfully applied to solve many types of nonlinear [11] differential equations, such as projectile motion with the quadratic resistance law. In this paper, (HAM) is applied to solve nonlinear fractional initial-value problem of the non-fatal epidemic model to obtain symbolic approximate solutions for linear and nonlinear differential equations of fractional order. (HAM) is different from all analytical methods; it provides us with a simple way to adjust and control the convergence region [9] of the series solution by introducing the auxiliary parameter \( h \), and the auxiliary function \( H(t) \). In fact, it is the auxiliary parameter \( h \) that provides us, for the first time, a simple way to ensure the convergence of the series solution. Due to this reason, it seems reasonable to rename \( h \) the convergence-control parameter [3]. It should be emphasized that, without the use of the convergence-parameter \( h \), one had to assume that the homotopy series is convergent. However, with the use of the convergence-parameter \( h \), such an assumption is unnecessary; because it seems that one can always choose a proper value of \( h \) to obtain convergent homotopy-series solution. So, the use of the convergence-parameter \( h \) in the zeroth-order deformation equation greatly modifies the early homotopy analysis method. Since then, the homotopy analysis method has been developing greatly, and more generalized zeroth-order deformation equations are suggested by Liao [9-10].
The Adomain decomposition method (ADM), the homotopy perturbation method (HPM), the variational iteration method (VIM) and other methods have been used to provide analytical approximation to linear and nonlinear problems. However, the convergence region of the corresponding results is rather small as shown in [9]. The zeroth-order deformation equations and is rather general. Using them, Liao proved that the (HAM) logically contains other previous non-perturbation methods, such as Lyapunov’s artificial small parameter method, the d-expansion method and Adomian’s decomposition method. Thus, the (HAM) unifies the previous non-perturbation methods. Besides, the so-called “homotopy perturbation method” (proposed in 1998) is exactly the same as the early homotopy analysis method (proposed in 1992) and is a special case of the late homotopy analysis method in case of $h = -1$.

Consider the following system of (FDE):

$$D^{\alpha_i}(u_i(t)) = f_i(t, u_1, \ldots, u_n), \quad i = 1, 2, 3, \ldots, n, \quad 0 \leq \alpha_i \leq 1$$

(2)

Subject to the initial conditions:

$$u_i(0) = a_i, \quad i = 1, 2, \ldots, n$$

(3)

Liao [10] constructed the so-called zeroth-order deformation equation:

$$(1 - q)L_i[\phi_i(t, q) - u_{i0}(t)] = qh_iH_i(t)N_i[\phi_i(t, q)], \quad i = 1, 2, 3, \ldots n$$

(4)

subject to the initial conditions:

$$\phi_i(0, q) = a_i$$

(5)

where $q \in [0, 1]$ is an embedding parameter, $N_i$ are nonlinear operators, $L_i$ are auxiliary linear operators satisfy $L_i(0) = 0$, $u_{i0}(t)$ are initial guesses satisfy the initial conditions (3), $h_i \neq 0$ are auxiliary parameters, $H_i(t) \neq 0$ are auxiliary functions, $\phi_i(t, q)$ are unknown functions. It should be emphasized that one has great freedom to choose, the auxiliary linear operators $L_i$, the auxiliary parameters $h_i$ and the auxiliary functions $H_i$. Obviously, when $q \neq 0$, since $u_{i0}(t)$ satisfy the initial conditions (3) and $L_i(0) = 0$, we have

$$\phi_i(t, 0) = u_{i0}(t), \quad i = 1, 2, 3, \ldots, n,$$

(6)

when $q = 1$, since $h_i \neq 0$ and $H_i(t) \neq 0$, the zeroth-order deformation equation (4) and (5) are equivalent to (2) and (3), hence

$$\phi_i(t, 1) = u_{i0}(t), \quad i = 1, 2, 3, \ldots, n.$$
Thus, as $q$ increasing from 0 to 1, the solutions $\phi_i(t,q)$ various from $u_{i0}(t)$ to $u_i(t)$. Expanding $\phi_i(t,q)$ in Taylor series with respect to the embedding parameter $q$, one has

$$\phi_i(t,q) = u_{i0}(t) + \sum_{m=1}^{\infty} u_{im}(t)q^m, \quad i = 1,2,3,...,n, \quad (8)$$

Where

$$u_{im}(t) = \frac{1}{m!} \left. \frac{\partial^m \phi_i(t,q)}{\partial q^m} \right|_{q=0}, \quad i = 1,2,3,...,n. \quad (9)$$

Assume that the auxiliary parameters $h_i$, the auxiliary functions $H_i(t)$, the initial approximations $u_{i0}(t)$ and the auxiliary linear operators $L_i$ are properly chosen so that the series (8) converges at $q = 1$. Then at $q = 1$, and by (7) the series (8) becomes

$$u_i(t) = u_{i0}(t) + \sum_{m=1}^{\infty} u_{im}(t), \quad i = 1,2,3,...,n. \quad (10)$$

and now define the vector

$$\vec{u}_i = \{u_{i0}, u_{i1}, u_{i2}, ..., u_{ij}\}, \quad i = 1,2,3,...j. \quad (11)$$

Differentiating equations (4) $m$ times with respect to the embedding parameter $q$, then setting $q = 0$ and dividing them by $m!$, finally using (9), we have the so-called $m$th-order deformation equations:

$$L_i[u_{im} - X_m u_{i(m-1)}(t)] = h_i H_i(t) R_{im}\left(\vec{u}_{i(m-1)}(t)\right), \quad i = 1,2,...,n, \quad (12)$$

Subject to the conditions:

$$u_{im}(0) = 0, \quad i = 1,2,...,n, \quad m = 1,2,3,... \quad (13)$$

Where

$$R_{im}\left(\vec{u}_{i(m-1)}(t)\right) = \frac{1}{(m-1)!} \left. \frac{\partial^{m-1} N_i(\phi_j(t,q))}{\partial q^{m-1}} \right|_{q=0} \quad (14)$$

and

$$X_m = \begin{cases} 0, & m \leq 1 \\ 1, & m > 1 \end{cases} \quad (15)$$
If we choose the linear operator $L_i = D^{\alpha_i}$ then according to (12), we have

$$f^{\alpha_i}D^{\alpha_i}[u_{im} - X_m u_{i(m-1)}(t)] = h_i f^{\alpha_i} [H_i(t) R_{im} (\bar{u}_{i(m-1)}(t))]$$ \hspace{1cm} (16)

Finally it seems that, as long as a nonlinear fractional order differential equation has at least one solution, then one can always construct a kind of zeroth-order deformation equation to get convergent homotopy-series solution as

$$u_{im} = X_m u_{i(m-1)}(t) + h_i f^{\alpha_i} [H_i(t) R_{im} (\bar{u}_{i(m-1)}(t))]$$ \hspace{1cm} (17)

and

$$u_i = u_{i0} + u_{i1} + u_{i2} + u_{i3} + ...$$

### 4 Fractional order non-fatal epidemic model

Now we introduce fractional-order into the model of epidemic model by replacing the first time derivative term by a fractional derivative of order $\alpha_1, \alpha_2, \alpha_3 > 0$. The new system is described by the following system of FODE:

$$D^{\alpha_1}(x) = -\beta xy,$$
$$D^{\alpha_2}(y) = \beta xy - \gamma y,$$
$$D^{\alpha_3}(z) = \gamma y.$$ \hspace{1cm} (18)

Subject to the initial values

$$x(0) = N_1, y(0) = N_2, z(0) = N_3.$$  

This paper attempts to find numerical solution for a general class of fractional order model of non-fatal epidemic model. For this purpose the paper summarizes specific techniques for HAM, as well as the applications of Caputo fractional calculus.

The reason of using fractional order differential equations (FOD) is that FOD are naturally related to systems with memory which exists in most biological systems. Also they are closely related to fractals which are abundant in biological systems. The results derived of the fractional system (18) are of a more general nature. We would like to put your attention that time fractional derivatives change also the solutions we usually get in standard system (1). The concept of fractional or non-integer order derivation and integration can be traced back to the genesis of integer order calculus itself [3,5]. Most of the mathematical theory applicable to the study of non-integer order calculus was developed through the end of 19th century. However it is in the past hundred years that the most intriguing leaps in engineering and scientific application have been found. The calculation technique
has in some cases had to change to meet the requirement of physical reality. The derivatives are understood in the Caputo sense. The general response expression contains a parameter describing the order of the fractional derivative that can be varied to obtain various responses. In view of the homotopy analysis method presented above, if we select the auxiliary functions $H_1 = H_2 = H_3 = 1$, we can construct the homotopy:

$$R_{1m}\left(\tilde{x}_{(m-1)}(t)\right) = D^{\alpha_1} x_{m-1} + \beta \sum_{i=0}^{m-1} x_i y_{m-1-i},$$

$$R_{2m}\left(\tilde{y}_{(m-1)}(t)\right) = D^{\alpha_2} y_{m-1} - \beta \sum_{i=0}^{m-1} x_i y_{m-1-i} + \gamma y_{m-1},$$

$$R_{3m}\left(\tilde{z}_{(m-1)}(t)\right) = D^{\alpha_3} z_{m-1} - \gamma y_{m-1},$$

Consequently, we have

$$x_m = x_m x_{m-1} + h_1 f^{\alpha_1} \left[R_{1m}\left(\tilde{x}_{(m-1)}(t)\right)\right],$$

$$y_m = x_m y_{m-1} + h_2 f^{\alpha_2} \left[R_{2m}\left(\tilde{y}_{(m-1)}(t)\right)\right],$$

$$z_m = x_m z_{m-1} + h_3 f^{\alpha_3} \left[R_{3m}\left(\tilde{z}_{(m-1)}(t)\right)\right].$$

5 Numerical results and discussion

For comparison with the results done by Biazar [1], the following values, for parameters, are considered.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial population of $x(t)$, who are susceptible</td>
<td>$N_1 = 20$</td>
</tr>
<tr>
<td>Initial population of $y(t)$, who are infective</td>
<td>$N_2 = 15$</td>
</tr>
<tr>
<td>Initial population of $z(t)$, who are immune</td>
<td>$N_3 = 10$</td>
</tr>
<tr>
<td>Rate of change of susceptible population to infective population</td>
<td>$\beta = 0.01$</td>
</tr>
<tr>
<td>Rate of change of infective population to immune population</td>
<td>$\gamma = 0.02$</td>
</tr>
</tbody>
</table>

The first few components of the homotopy analysis solution $x(t), y(t)$ and $z(t)$, are calculated. We computed the first three terms of the HAM series solution for the system (18). We present two of them as follows:
Thus, the HAM series solution of the given system (18) can be given by:

\[ x_1 = \frac{3t^{\alpha_1}h_1}{\Gamma(1 + \alpha_1)} \]
\[ y_1 = \frac{-2.7t^{\alpha_2}h_2}{\Gamma(1 + \alpha_2)} \]
\[ z_1 = \frac{-0.3t^{\alpha_3}h_3}{\Gamma(1 + \alpha_3)} \]
\[ x_2 = \frac{3t^{\alpha_1}h_1}{\Gamma(1 + \alpha_1)} + \frac{3t^{\alpha_2}h_2^2}{\Gamma(1 + 2\alpha_1)} + \frac{0.45t^{2\alpha_3}h_3^2}{\Gamma(1 + \alpha_1 + \alpha_2)} + \frac{0.54t^{\alpha_1+\alpha_2}h_1h_2}{\Gamma(1 + \alpha_3)} \]
\[ y_2 = \frac{-2.7t^{\alpha_2}h_2}{\Gamma(1 + \alpha_2)} + \frac{0.45t^{\alpha_1+\alpha_2}h_1h_2}{\Gamma(1 + 2\alpha_1)} + \frac{2.7t^{\alpha_2}h_2^2}{\Gamma(1 + \alpha_2)} + \frac{0.486t^{2\alpha_2}h_2^2}{\Gamma(1 + 2\alpha_2)} \]
\[ z_2 = \frac{-0.3t^{\alpha_3}h_3}{\Gamma(1 + \alpha_3)} + \frac{0.045t^{\alpha_1+\alpha_2}h_1h_2}{\Gamma(1 + \alpha_2)} + \frac{0.3t^{\alpha_3}h_3^2}{\Gamma(1 + \alpha_3)} \]

One can choose the values of \( h_1, h_2, h_3 \) from the so-called \( h \)-curves. Fig.1 represents some of the \( h \)-curves while Fig.2 represents the HAM 3rd order series solution of system (18) in case of \( h_1 = h_2 = h_3 = h \) and \( \alpha_1 = \alpha_2 = \alpha_3 = \alpha \). At \( h = -1, \alpha = 1 \) we obtain three terms approximations which are the same solutions obtained in [1] using (ADM), in [7] using (VIM), and in [8] using (HPM) as follows:

\[ x = 20 - 3t - 0.045t^2 + 0.02805t^3 \]
\[ y = 15 + 2.7t + 0.018t^2 - 0.02817t^3 \]
\[ z = 10 + 0.3t + 0.027t^2 + 0.00012t^3 \]

Fig. 1: The \( h \)-curves of the system (18) at different values of \( \alpha \).

Fig. 2: The numerical results at \( \alpha = 1 \).
Fig. 3: The numerical results at different values of $\alpha$ and $h = -0.93$

Table 2: The number of susceptible individuals $x(t)$ in case of $h_i = -1$, $\beta = 0.01$, $\gamma = 0.02$.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$\alpha_1 = 1$</th>
<th>$\alpha_1 = 0.99$</th>
<th>$\alpha_1 = 0.95$</th>
<th>$\alpha_3 = 1$</th>
<th>$\alpha_3 = 0.99$</th>
<th>$\alpha_3 = 0.95$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>20.0000</td>
<td>20.0000</td>
<td>20.0000</td>
<td>20.0000</td>
<td>20.0000</td>
<td>20.0000</td>
</tr>
<tr>
<td>3</td>
<td>11.3524</td>
<td>11.4109</td>
<td>11.6459</td>
<td>11.3540</td>
<td>11.3615</td>
<td>11.4109</td>
</tr>
<tr>
<td>5</td>
<td>7.38125</td>
<td>7.50352</td>
<td>7.98741</td>
<td>7.40056</td>
<td>7.47862</td>
<td>7.50352</td>
</tr>
<tr>
<td>8</td>
<td>7.48160</td>
<td>7.45661</td>
<td>7.42799</td>
<td>7.51463</td>
<td>7.63989</td>
<td>7.45661</td>
</tr>
<tr>
<td>11</td>
<td>18.8896</td>
<td>18.0879</td>
<td>15.3336</td>
<td>18.8393</td>
<td>18.6094</td>
<td>18.0879</td>
</tr>
</tbody>
</table>
Table 3: The number of infected individuals $y(t)$ in case of $h_i = -1$, $\beta = 0.01, \gamma = 0.02$.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$\alpha_1 = 1$</th>
<th>$\alpha_1 = 0.99$</th>
<th>$\alpha_1 = 0.95$</th>
<th>$\alpha_1 = 1$</th>
<th>$\alpha_1 = 1$</th>
<th>$\alpha_1 = 0.99$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha_2 = 1$</td>
<td>$\alpha_2 = 0.99$</td>
<td>$\alpha_2 = 0.95$</td>
<td>$\alpha_2 = 0.99$</td>
<td>$\alpha_2 = 0.95$</td>
<td>$\alpha_2 = 0.99$</td>
</tr>
<tr>
<td></td>
<td>$\alpha_3 = 1$</td>
<td>$\alpha_3 = 0.99$</td>
<td>$\alpha_3 = 0.95$</td>
<td>$\alpha_3 = 0.99$</td>
<td>$\alpha_3 = 0.95$</td>
<td>$\alpha_3 = 0.95$</td>
</tr>
<tr>
<td>0</td>
<td>15.0000</td>
<td>15.0000</td>
<td>15.0000</td>
<td>15.0000</td>
<td>15.0000</td>
<td>15.0000</td>
</tr>
<tr>
<td>1</td>
<td>17.6898</td>
<td>17.7007</td>
<td>17.7428</td>
<td>17.7031</td>
<td>17.7550</td>
<td>17.7007</td>
</tr>
<tr>
<td>3</td>
<td>22.5014</td>
<td>22.4498</td>
<td>22.2431</td>
<td>22.4438</td>
<td>22.2101</td>
<td>22.4498</td>
</tr>
<tr>
<td>5</td>
<td>25.4287</td>
<td>25.3336</td>
<td>24.9570</td>
<td>25.2646</td>
<td>24.6190</td>
<td>25.3336</td>
</tr>
<tr>
<td>8</td>
<td>23.3290</td>
<td>23.4346</td>
<td>23.7743</td>
<td>23.0731</td>
<td>22.1018</td>
<td>23.4346</td>
</tr>
<tr>
<td>12</td>
<td>1.31424</td>
<td>2.78651</td>
<td>7.93438</td>
<td>1.42114</td>
<td>1.90918</td>
<td>2.78651</td>
</tr>
</tbody>
</table>

Table 4: The number of isolated individuals $z(t)$ in case of $h_i = -1$, $\beta = 0.01, \gamma = 0.02$.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$\alpha_1 = 1$</th>
<th>$\alpha_1 = 0.99$</th>
<th>$\alpha_1 = 0.95$</th>
<th>$\alpha_1 = 1$</th>
<th>$\alpha_1 = 1$</th>
<th>$\alpha_1 = 0.99$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha_2 = 1$</td>
<td>$\alpha_2 = 0.99$</td>
<td>$\alpha_2 = 0.95$</td>
<td>$\alpha_2 = 0.99$</td>
<td>$\alpha_2 = 0.95$</td>
<td>$\alpha_2 = 0.99$</td>
</tr>
<tr>
<td></td>
<td>$\alpha_3 = 1$</td>
<td>$\alpha_3 = 0.99$</td>
<td>$\alpha_3 = 0.95$</td>
<td>$\alpha_3 = 0.99$</td>
<td>$\alpha_3 = 0.95$</td>
<td>$\alpha_3 = 0.95$</td>
</tr>
<tr>
<td>0</td>
<td>10.0000</td>
<td>10.0000</td>
<td>10.0000</td>
<td>10.0000</td>
<td>10.0000</td>
<td>10.0000</td>
</tr>
<tr>
<td>1</td>
<td>10.3271</td>
<td>10.3289</td>
<td>10.3359</td>
<td>10.3289</td>
<td>10.3360</td>
<td>10.3348</td>
</tr>
<tr>
<td>2</td>
<td>10.7090</td>
<td>10.7078</td>
<td>10.7028</td>
<td>10.7079</td>
<td>10.7031</td>
<td>10.7019</td>
</tr>
<tr>
<td>4</td>
<td>11.6397</td>
<td>11.6241</td>
<td>11.5617</td>
<td>11.6240</td>
<td>11.5610</td>
<td>11.5701</td>
</tr>
<tr>
<td>10</td>
<td>15.8200</td>
<td>15.6866</td>
<td>15.1782</td>
<td>15.6712</td>
<td>15.1071</td>
<td>15.3238</td>
</tr>
<tr>
<td>12</td>
<td>17.6954</td>
<td>17.4943</td>
<td>16.7356</td>
<td>17.4633</td>
<td>16.5953</td>
<td>16.9724</td>
</tr>
</tbody>
</table>
6 Conclusion

The results plotted in Fig.1, Fig. 2, Fig. 3, tables 2,3,4 show that while the number of susceptible population increases the population of who are infective decreases in the period of the epidemic, meanwhile the number of immune population increases. But the size of the population over the period of the epidemic is constant. Fractional order results (see tables 2-3) show the realistic biphasic decline behavior of the non-fatal epidemic but at a slower rate. As a definition of fractional calculus: \( \lim_{\alpha \to 1} D^\alpha f(t) = Df(t) \) has been provided. In the presented problem, The number of susceptible individuals \( x(t) \), the number of infected individuals \( y(t) \), the number of isolated individuals \( z(t) \) have been obtained, therefore when \( \alpha \to 1 \) the solution of the fractional model \( \left(18\right) \ x_\alpha(t), \ y_\alpha(t) \) and \( z_\alpha(t) \), reduce to the standard solution \( x(t), y(t) \) and \( z(t) \).

We demonstrated the accuracy and efficiency of (HAM) by solving the presented problem in case of integer order or fractional order. (HAM) is accurate, fast and reliable for such problems. There are some important points to make here. First, we have great freedom to choose the auxiliary linear operators \( L_i \), the auxiliary parameters \( h_i \) and the auxiliary functions \( H_i \). Second, (HAM) was shown to be a simple, yet powerful analytic numeric scheme for handling systems of fractional order. The results obtained by (HAM) are the same results obtained in [1] using (ADM), in [7] using (VIM), and in [8] using (HPM) at \( h = -1 \). In other words (ADM), (VIM), (HPM) are special cases of (HAM). A comparison in fig.2 was presented between the HAM 3rd order results, ADM 5th order results obtained in [1], and RK4 method. At \( h = -0.93 \). HAM 3rd order results has excellent agreement with the RK4 results and more convergent than order ADM 5th order results.
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