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#### Abstract

Fractional differential equations are often seeming perplexing to solve. Therefore, finding comprehensive methods for solving them sounds of high importance. In this paper, a general method for solving second order fractional differential equations has been presented based on conformable fractional derivative. This method realizes on determining a general solution of homogeneous and a particular solution of a second order linear fractional differential equations. Furthermore, a general solution has been developed for fractional Euler's equation. For more explanation of each part, some examples have been solved.
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## 1. Introduction

Fractional differential equations are studied in various fields of physics and engineering, specifically in signal processing, control engineering, electromagnetism, biosciences, fluid mechanics, electrochemistry, diffusion processes, dynamic of viscoelastic material, continuum and statistical mechanics and propagation of spherical flames. There are many fractional differential equations which can't be solved analytically. Due to this fact, finding an approximate solution of fractional differential equations is clearly an important task. In recent years, many effective methods have been proposed for the approximate solution fractional differential equations, such as Adomian decomposition method [3,4], homotopy perturbation method [5-8], homotopy analysis method [9,10], variational iteration method [11], generalized differential transform method [12] and other methods [13-29].
The organization of the paper is as follows: In Section 2, Basic definitions, such as conformable fractional derivative, and conformable fractional integral, will be presented. In Section 3, Basic theoretical of the method, will be described. In Section 4, the methods such as, use of a known solution to find another one or D'Alambert approach, homogeneous equation with constant coefficients, Euler's dimensional equation, will be expanded. In Section 5, the methods such as, variation of parameters or Lagrange technique, undetermined coefficients, will be explained. Finally, conclusion is presented in section 6.

## 2. Basic definitions

The purpose of this section is to recall some preliminaries of the proposed method.

### 2.1. Conformable fractional derivative

Given a function $f:[0, \infty) \rightarrow \mathbb{R}$. Then the conformable fractional derivative of $f$ of order $\alpha$ is defined by
$T_{\alpha}(f)(x)=\lim _{\varepsilon \rightarrow 0} \frac{f\left(x+\varepsilon x^{1-\alpha}\right)-f(x)}{\varepsilon}$
For all $x>0, \alpha \in(0,1)$. If $f$ is $\alpha$ - differentiable in some $(0, a), a>0$, and provided that $\lim _{x \rightarrow 0^{+}} \mathrm{T}_{\alpha}(f)(x)$ exists, then define $\mathrm{T}_{\alpha}(f)(0)=\lim _{x \rightarrow 0^{+}} \mathrm{T}_{\alpha}(f)(x)$.
If the conformable derivative of $f$ of order $\alpha$ exists, then we simply say that $f$ is $\alpha$-differentiable (see [1,2]).
One can easily show that $\mathrm{T}_{\alpha}$ satisfies all the properties in the following properties (see [1]):
Let $\alpha \in(0,1]$ and $f, g$ be $\alpha$-differentiable at a point $x>0$, Then
A. For $a, b \in \mathbb{R} \mathrm{~T}_{\alpha}(a f+b g)=a \mathrm{~T}_{\alpha}(f)+b \mathrm{~T}_{\alpha}(g)$,
B. For all $p \in \mathbb{R} \mathrm{~T}_{\alpha}\left(x^{p}\right)=p x^{p-\alpha}$,
C. For all constant functions $f(x)=\lambda, \mathrm{T}_{\alpha}(\lambda)=0$,
D. $\mathrm{T}_{\alpha}(f . g)=g . \mathrm{T}_{\alpha}(f)+f . \mathrm{T}_{\alpha}(g)$,
E. $\mathrm{T}_{\alpha}\left(\frac{f}{g}\right)=\frac{g \cdot \mathrm{~T}_{\alpha}(f)-f . \mathrm{T}_{\alpha}(g)}{g^{2}}$,
F. $\mathrm{T}_{\alpha}(f)=x^{1-\alpha} \frac{d f}{d x}$.
2.2. Conformable fractional integral

Given a function $f:[a, \infty) \rightarrow \mathbb{R}, a \geq 0$. Then the conformable fractional integral of $f$ is defined by
$\mathrm{I}_{\alpha}^{a}(f)(x)=\int_{a}^{x} \frac{f(t)}{t^{1-\alpha}} d t$
Where the integral is the usual Riemann improper integral, and $\alpha \in$ $(0,1)$ ( see [1,2]).
For the sake of simplicity, let's consideri ${ }_{\alpha}^{0}(f)(x)=\mathrm{I}_{\alpha}(f)(x)$.
One of the most useful results is the following (see [1]):
For all $x \geq a$, and any continuous function in the domain of $\mathrm{I}_{\alpha}^{a}$, we have $\mathrm{T}_{\alpha}\left(\mathrm{I}_{\alpha}^{a} f(x)\right)=f(x)$.

## 3. Basic theoretical of the method

Let's consider the general second order linear fractional differential equation based on conformable fractional derivative as follows
$\mathrm{T}_{\alpha} \mathrm{T}_{\alpha}(u(x))+P(x) \mathrm{T}_{\alpha}(u(x))+Q(x) u(x)=R(x)$,
Where $P(x), Q(x)$, and $R(x)$ are $\alpha$-differentiable functions and $u(x)$ is an unknown function. If $R(x)$ is identically zero, then fractional equation (3) reduces to the homogeneous fractional equation
$\mathrm{T}_{\alpha} \mathrm{T}_{\alpha}(u(x))+P(x) \mathrm{T}_{\alpha}(u(x))+Q(x) u(x)=0$.
Theorem 3.1. If $u_{h}\left(x, C_{1}, C_{2}\right)$ is the general solution of fractional equation (4) and $u_{p}(x)$ is any particular solution of fractional equation (3), then $u_{h}\left(x, C_{1}, C_{2}\right)+u_{p}(x)$ is a general solution of fractional equation (3).
Proof. Suppose that $u(x)$ is a solution of (3), since $u_{p}(x)$ is any particular solution of fractional equation (3), then an easy calculation shows that $u(x)-u_{p}(x)$ is a solution of (4):
$\mathrm{T}_{\alpha} \mathrm{T}_{\alpha}\left(u(x)-u_{p}(x)\right)+P(x) \mathrm{T}_{\alpha}\left(u(x)-u_{p}(x)\right)+$
$Q(x)\left(u(x)-u_{p}(x)\right)=\left(\mathrm{T}_{\alpha} \mathrm{T}_{\alpha}(u(x))+P(x) \mathrm{T}_{\alpha}(u(x))\right.$
$-\left(\mathrm{T}_{\alpha} \mathrm{T}_{\alpha}\left(u_{p}(x)\right)+P(x) \mathrm{T}_{\alpha}\left(u_{p}(x)\right)+Q(x) u_{p}(x)\right)=$
$R(x)-R(x)=0$.
Since $u_{h}\left(x, C_{1}, C_{2}\right)$ is a general solution to (4), it results that $u(x)-$ $u_{p}(x)=u_{h}\left(x, C_{1}, C_{2}\right)$ or $u(x)=u_{h}\left(x, C_{1}, C_{2}\right)+u_{p}(x)$, for a suitable choice of the constants $C_{1}$ and $C_{2}$ (see [23]).

Theorem 3.2. If $u_{1}(x)$ and $u_{2}(x)$ are any two solutions of fractional equation (4), then $C_{1} u_{1}(x)+C_{2} u_{2}(x)$ is also a solution for any constants $C_{1}$ and $C_{2}$.
Proof. The statement follows immediately from the fact that $\mathrm{T}_{\alpha} \mathrm{T}_{\alpha}\left(C_{1} u_{1}(x)+C_{2} u_{2}(x)\right)+P(x) \mathrm{T}_{\alpha}\left(C_{1} u_{1}(x)+\right.$ $\left.C_{2} u_{2}(x)\right)+Q(x)\left(C_{1} u_{1}(x)+C_{2} u_{2}(x)\right)=$ $C_{1}\left(\mathrm{~T}_{\alpha} \mathrm{T}_{\alpha}\left(u_{1}(x)\right)+P(x) \mathrm{T}_{\alpha}\left(u_{1}(x)\right)+Q(x) u_{1}(x)\right)+$ $C_{2}\left(\mathrm{~T}_{\alpha} \mathrm{T}_{\alpha}\left(u_{2}(x)\right)+P(x) \mathrm{T}_{\alpha}\left(u_{2}(x)\right)+Q(x) u_{2}(x)\right)=$ $C_{1} .0+C_{2} .0=0$.
Since by assumption, $u_{1}(x)$ and $u_{2}(x)$ are solutions of (4) (see [23]).
Definition. The fractional Wronskian of two functions $f(x)$ and $g(x)$, is defined by (see [22,23]),

$$
\begin{aligned}
W_{\alpha}(f(x), g(x)) & =\left|\begin{array}{cc}
f(x) & g(x) \\
\mathrm{T}_{\alpha}(f(x)) & \mathrm{T}_{\alpha}(g(x))
\end{array}\right| \\
& =f(x) \cdot \mathrm{T}_{\alpha}(g(x))-g(x) \cdot \mathrm{T}_{\alpha}(f(x)) .
\end{aligned}
$$

Theorem 3.3. If $u_{1}(x)$ and $u_{2}(x)$ are any two solutions of fractional equation (4) on an interval [ $a, b$ ], then their fractional Wronskian $W=W_{\alpha}\left(u_{1}(x), u_{2}(x)\right)$ is either identically zero or never zero on $[a, b]$.
Proof. We begin by observing that
$\mathrm{T}_{\alpha}(W)=u_{1} \mathrm{~T}_{\alpha} \mathrm{T}_{\alpha}\left(u_{2}\right)-u_{2} \mathrm{~T}_{\alpha} \mathrm{T}_{\alpha}\left(u_{2}\right)$
Next, since $u_{1}(x)$ and $u_{2}(x)$ are both solutions of fractional equation (4), we have
$\mathrm{T}_{\alpha} \mathrm{T}_{\alpha}\left(u_{1}(x)\right)+P(x) \mathrm{T}_{\alpha}\left(u_{1}(x)\right)+Q(x) u_{1}(x)=0$
$\mathrm{T}_{\alpha} \mathrm{T}_{\alpha}\left(u_{2}(x)\right)+P(x) \mathrm{T}_{\alpha}\left(u_{2}(x)\right)+Q(x) u_{2}(x)=0$.
First equation multiplying by $u_{2}$ subtract to the second equation by $u_{1}$ result in
$\left(u_{1} \mathrm{~T}_{\alpha} \mathrm{T}_{\alpha}\left(u_{2}\right)-u_{2} \mathrm{~T}_{\alpha} \mathrm{T}_{\alpha}\left(u_{2}\right)\right)+P(x)\left(u_{1} \mathrm{~T}_{\alpha}\left(u_{2}\right)-\right.$

$$
\left.u_{2} \mathrm{~T}_{\alpha}\left(u_{1}\right)\right)=0
$$

or
$\mathrm{T}_{\alpha}(W)+P(x) W=0$.
The general solution of this first order fractional differential equation based on conformable fractional derivative is (see [17])
$W=W_{\alpha}\left(x_{0}\right) e^{-\mathrm{I}_{\alpha}(P(x))}$,
and since the exponential factor is never zero, the proof is completed (see [23]).
Theorem 3.4. If $u_{1}(x)$ and $u_{2}(x)$ are any two solutions of fractional equation (4) on an interval $[a, b]$, then they are linearly dependent on this interval if and only if their fractional Wronskian $W=W_{\alpha}\left(u_{1}(x), u_{2}(x)\right)$, is identically zero.

Proof. We begin by assuming that $u_{1}(x)$ and $u_{2}(x)$ are linearly dependent, and we show
$W_{\alpha}\left(u_{1}(x), u_{2}(x)\right)=0$.
First, if either of the functions is identically zero on $[a, b]$, then the conclusion is clear. Therefore, we may therefor assume without loss of generality, that neither of them is identically zero, and their linear dependence result that each of those is a constant multiple of the other one. Accordingly, we have $u_{2}=C u_{1}$, for some constant, so $\mathrm{T}_{\alpha}\left(u_{2}\right)=C \mathrm{~T}_{\alpha}\left(u_{1}\right)$.
By elimination $C$, from this equation, we obtain
$u_{1} \mathrm{~T}_{\alpha}\left(u_{2}\right)-u_{2} \mathrm{~T}_{\alpha}\left(u_{1}\right)=0$,
which proves this half of the theorem. We now assume that the $W_{\alpha}\left(u_{1}(x), u_{2}(x)\right)=0$, and prove linearly dependent. If $u_{1}(x)$ is identically zero on $[a, b]$, then the functions are linearly dependent. We may therefore assume that $u_{1}(x)$, does not vanish identically on $[a, b]$, from which it follows by continuity that $u_{1}(x)$ does not vanish at all on some subinterval $[c, d]$ of $[a, b]$. Since the Wronskian is identically zero on $[a, b]$, we can divide it by $u_{1}^{2}$ to get $\frac{u_{1} \mathrm{~T}_{\alpha}\left(u_{2}\right)-u_{2} \mathrm{~T}_{\alpha}\left(u_{1}\right)}{u_{1}^{2}}=0$, on $[c, d]$.
This can be written in the form $\mathrm{T}_{\alpha}\left(\frac{u_{2}}{u_{1}}\right)=0$, and by conformable fractional integrating we obtain $\frac{u_{2}}{u_{1}}=C$, or $u_{2}=C u_{1}$, for some constant $C$, and all $x$, in $[c, d]$. Finally, since $u_{2}$, and $C u_{1}$, have equal value in $[c, d]$, they have equal conformable fractional derivative, so $u_{2}=C u_{1}$, all $x$, in $[a, b]$, which concludes the argument (see [23]).

Theorem 3.5. Let $u_{1}(x)$ and $u_{2}(x)$, be linearly dependent of the homogeneous fractional equation (4), on the interval $[a, b]$. Then $C_{1} u_{1}(x)+C_{2} u_{2}(x)$, is the general solution of the fractional equation (4) on this interval.
Proof. Let $u(x)$, be any solution of (4) on $[a, b]$. We must show that constant $C_{1}, C_{2}$, can be found so that $u(x)=C_{1} u_{1}(x)+$ $C_{2} u_{2}(x)$, for all $x$ in $[a, b]$. Since $C_{1} u_{1}(x)+C_{2} u_{2}(x)$, and $u(x)$ are both solutions of (4) on $[a, b]$, it suffices to show that for some point $x_{0}$, in $[a, b]$, we can find $C_{1}, C_{2}$ so that
$C_{1} u_{1}\left(x_{0}\right)+C_{2} u_{2}\left(x_{0}\right)=u\left(x_{0}\right)$, and
$C_{1} \mathrm{~T}_{\alpha}\left(u_{1}\left(x_{0}\right)\right)+C_{2} \mathrm{~T}_{\alpha}\left(u_{2}\left(x_{0}\right)\right)=\mathrm{T}_{\alpha}\left(u\left(x_{0}\right)\right)$.
For this system to be solvable for $C_{1}, C_{2}$, it suffices that the following determinant be non-zero.

$$
\left|\begin{array}{cc}
u_{1}\left(x_{0}\right) & u_{2}\left(x_{0}\right) \\
\mathrm{T}_{\alpha}\left(u_{1}\left(x_{0}\right)\right) & \mathrm{T}_{\alpha}\left(u_{2}\left(x_{0}\right)\right)
\end{array}\right|
$$

$$
=u_{1}\left(x_{0}\right) \cdot \mathrm{T}_{\alpha}\left(u_{2}\left(x_{0}\right)\right)-u_{2}\left(x_{0}\right) \cdot \mathrm{T}_{\alpha}\left(u_{1}\left(x_{0}\right)\right)
$$

This leads us to investigate the function Wronskian of $u_{1}(x), u_{2}(x)$ at $x_{0}$. According to theorems 3.3 and 3.4 it is clear
that $W_{\alpha}\left(u_{1}\left(x_{0}\right), u_{2}\left(x_{0}\right)\right)$, have a value different from zero (see [23]).

## 4. Determining a general solution of a homogeneous fractional equation

This section is motivated to obtain general solution of homogeneous fractional differential equations and then to solve Euler's equation.

### 4.1. The use of a known solution to find another one or D'Alambert approach

We assume that $u_{1}(x)$, is a known nonzero solution of Eq. (4), $u_{2}(x)=v(x) u_{1}(x)$, is a solution of (4), where as $v(x)$ an unknown function (see [20]). So
$\mathrm{T}_{\alpha}\left(u_{2}(x)\right)=v(x) . \mathrm{T}_{\alpha}\left(u_{1}(x)\right)+u_{1}(x) \cdot \mathrm{T}_{\alpha}(v(x))$
$\mathrm{T}_{\alpha} \mathrm{T}_{\alpha}\left(u_{2}(x)\right)=v(x) . \mathrm{T}_{\alpha} \mathrm{T}_{\alpha}\left(u_{1}(x)\right)+$

$$
2 \mathrm{~T}_{\alpha}\left(u_{1}(x)\right) \cdot \mathrm{T}_{\alpha}(v(x))+u_{1}(x) \cdot \mathrm{T}_{\alpha} \mathrm{T}_{\alpha}\left(u_{1}(x)\right),
$$

By substituting the above results into Eq. (4), we get
$v(x)\left(\mathrm{T}_{\alpha} \mathrm{T}_{\alpha}\left(u_{1}(x)\right)+P(x) \mathrm{T}_{\alpha}\left(u_{1}(x)\right)+Q(x) u_{1}(x)\right)$
$+u_{1}(x) \mathrm{T}_{\alpha} \mathrm{T}_{\alpha}(v(x))+\mathrm{T}_{\alpha}(v(x))\left(P(x) u_{1}(x)+2 \mathrm{~T}_{\alpha}\left(u_{1}(x)\right)\right.$ $=0$.
Since $\mathrm{u}_{1}(\mathrm{x})$ is a solution of Eq. (4), It reduces
$u_{1}(x) \mathrm{T}_{\alpha} \mathrm{T}_{\alpha}(v(x))+\mathrm{T}_{\alpha}(v(x))\left(P(x) u_{1}(x)+2 \mathrm{~T}_{\alpha}\left(u_{1}(x)\right)=0\right.$
or
$\frac{\mathrm{T}_{\alpha} \mathrm{T}_{\alpha}(v(x))}{\mathrm{T}_{\alpha}(v(x))}=-2 \frac{\mathrm{~T}_{\alpha}\left(u_{1}(x)\right)}{u_{1}(x)}-P(x)$.
A fractional integration now gives
$\ln \left(\mathrm{T}_{\alpha}(v(x))\right)=-2 \ln \left(u_{1}(x)\right)-\mathrm{I}_{\alpha}(\mathrm{P}(\mathrm{x}))$,
so
$\mathrm{T}_{\alpha}(v(x))=\frac{1}{u_{1}^{2}(x)} e^{-\mathrm{I}_{\alpha}(P(x))}$
and
$v(x)=\mathrm{I}_{\alpha}\left(\frac{1}{u_{1}^{2}(x)} e^{-\mathrm{I}_{\alpha}(P(x))}\right)$.
Consequently, the general solution of homogeneous fractional equation of (4) is as follows (see [23]),
$u_{h}(x)=C_{1} u_{1}(x)+C_{2}\left(\mathrm{I}_{\alpha}\left(\frac{1}{u_{1}^{2}(x)} e^{-\mathrm{I}_{\alpha}(P(x))}\right) u_{1}(x)\right.$.
Example 4.1.1. We know that $u_{1}(x)=3 \sqrt[3]{\mathrm{x}}$ is a solution of the following homogeneous equation
$9 \sqrt[3]{x^{2}} \frac{\mathrm{~T}_{\frac{2}{3}}}{} \mathrm{~T}_{\frac{1}{3}}(u(x))-6 \sqrt[3]{x} \mathrm{~T}_{\frac{2}{3}}(u(x))+2 u(x)=0$.
According to (5), we have
$v(x)=3 \sqrt[3]{x}$.
Therefore
$u_{2}(x)=9 \sqrt[3]{x^{2}}$.
So the general solution is as follows,
$u_{h}(x)=C_{1} \sqrt[3]{x}+C_{2} \sqrt[3]{x^{2}}$.
Example 4.1.2. We know that $\mathrm{u}_{1}(\mathrm{x})=\mathrm{x}$ is a solution of $2 x T_{\frac{1}{2}} \mathrm{~T}_{\frac{1}{2}}(u(x))+\sqrt{x} \mathrm{~T}_{\frac{1}{2}}(u(x))-2 u(x)=0$.
According to D'Alambert approach $v(x)$ and second solution $u_{2}(x)$ are obtained as follows,
$v(x)=-\frac{x^{-2}}{2} \quad, u_{2}(x)=-\frac{1}{2 x}$.
Therefor a general solution of above equation has the following form,
$u_{h}(x)=C_{1} x+C_{2} x^{-1}$.

### 4.2. The homogeneous fractional equation with constant coefficients

We are now in a position to give a complete discussion of the homogeneous equation of Eq. (4) for the special case in which $p$ and $q$ are constants (see [23]).
$\mathrm{T}_{\alpha} \mathrm{T}_{\alpha}(u(x))+p \mathrm{~T}_{\alpha}(u(x))+q u(x)=0$.
Our starting point is the fact that the exponential function $\mathrm{e}^{\mathrm{m}\left(\frac{1}{\alpha} \mathrm{x}^{\alpha}\right)}$ has the property that its conformable fractional derivative are all constant multiples of the function itself. It leads us to consider (see [19])
$u(x)=e^{m\left(\frac{1}{\alpha} x^{\alpha}\right)}$
as a possible solution for Eq. (6), we have
$\mathrm{T}_{\alpha}(u(x))=m e^{m\left(\frac{1}{\alpha} x^{\alpha}\right)}$,
and
$\mathrm{T}_{\alpha} \mathrm{T}_{\alpha}(u(x))=m^{2} e^{m\left(\frac{1}{\alpha} x^{\alpha}\right)}$.
Substituting Eqs. (7), (8), and (9) into (6) yields to
$\left(m^{2}+p m+q\right) e^{m\left(\frac{1}{\alpha} x^{\alpha}\right)}=0$
and since $\mathrm{e}^{\mathrm{m}\left(\frac{1}{\alpha} \mathrm{x}^{\alpha}\right)}$ is never zero, (7) holds if and only if $m$ satisfies the following auxiliary equation (see [23]),
$m^{2}+p m+q=0$.
It is clear that the roots $m_{1}$ and $m_{2}$ of Eq. (11) are distinct real numbers if and only if $p^{2}-4 q>0$.
In this case, we get the two solutions
$u_{1}(x)=e^{m_{1}\left(\frac{1}{\alpha} x^{\alpha}\right)}$ and $u_{2}(x)=e^{m_{2}\left(\frac{1}{\alpha} x^{\alpha}\right)}$.
Since the ratio $\frac{e^{m_{1}\left(\frac{1}{\alpha} x^{\alpha}\right)}}{e^{m_{2}\left(\frac{1}{\alpha} x^{\alpha}\right)}}=e^{\left(m_{1}-m_{2}\right)\left(\frac{1}{\alpha} x^{\alpha}\right)}$ is not constant,
these solutions are linearly independent and
$u_{h}(x)=C_{1} e^{m_{1}\left(\frac{1}{\alpha} x^{\alpha}\right)}+C_{2} e^{m_{2}\left(\frac{1}{\alpha} x^{\alpha}\right)}$,
is the general solution of Eq. (6).
If $m_{1}=m_{2}$, then we obtain only one solution $u_{1}(x)=e^{m_{1}\left(\frac{1}{\alpha} x^{\alpha}\right)}$. Therefore, we can easily find a second linearly independent solution by the D'Alambert method as the following form
$u_{2}(x)=\left(\frac{1}{\alpha} x^{\alpha}\right) e^{m_{1}\left(\frac{1}{\alpha} x^{\alpha}\right)}$
and the general solution of Eq. (6) is
$u_{h}(x)=\left(C_{1}+C_{2}\left(\frac{1}{\alpha} x^{\alpha}\right)\right) e^{m_{1}\left(\frac{1}{\alpha} x^{\alpha}\right)}$.
If the roots $m_{1}$ and $m_{2}$ are distinct complex numbers, then they can be written in the form $a \pm i b$ and our two real solutions of Eq. (6) are as follows
$u_{1}(x)=e^{a\left(\frac{1}{\alpha} x^{\alpha}\right)}\left(\cos b\left(\frac{1}{\alpha} x^{\alpha}\right)\right)$
$u_{2}(x)=e^{a\left(\frac{1}{\alpha} x^{\alpha}\right)}\left(\sin b\left(\frac{1}{\alpha} x^{\alpha}\right)\right)$.
So the solution of Eq. (6) will be obtained as the following
$u_{h}(x)=e^{a\left(\frac{1}{\alpha} x^{\alpha}\right)}\left(C_{1} \cos b\left(\frac{1}{\alpha} x^{\alpha}\right)+C_{2} \sin b\left(\frac{1}{\alpha} x^{\alpha}\right)\right)$.
Example.4.2.1. Consider the following homogenous fractional differential equation
$\mathrm{T}_{\alpha} \mathrm{T}_{\alpha}(u(x))-3 \mathrm{~T}_{\alpha}(u(x))+u(x)=0$.
The general solution of the above equation is as follow
$u_{h}(x)=C_{1} e^{\left(\frac{1}{\alpha} x^{\alpha}\right)}+C_{2} e^{2\left(\frac{1}{\alpha} x^{\alpha}\right)}$.
Example.4.2.2. The general solution of homogeneous equation of $\mathrm{T}_{\alpha} \mathrm{T}_{\alpha}(u(x))+4 \mathrm{~T}_{\alpha}(u(x))+4 u(x)=0$.
Will be obtained as follows
$u_{h}(x)=\left(C_{1}+C_{2}\left(\frac{1}{\alpha} x^{\alpha}\right)\right) e^{-2\left(\frac{1}{\alpha} x^{\alpha}\right)}$.

Example.4.2.3. Let's consider following homogeneous fractional differential equation
$\mathrm{T}_{\alpha} \mathrm{T}_{\alpha}(u(x))-2 \mathrm{~T}_{\alpha}(u(x))+3 u(x)=0$.
Using signature approach result in
$u_{h}(x)=e^{\left(\frac{1}{\alpha} x^{\alpha}\right)}\left(C_{1} \cos \sqrt{2}\left(\frac{1}{\alpha} x^{\alpha}\right)+C_{2} \sin \sqrt{2}\left(\frac{1}{\alpha} x^{\alpha}\right)\right)$.

### 4.3. Euler's equidimensional fractional equation

The homogeneous fractional differential equation,
$\left(\frac{1}{\alpha} x^{\alpha}\right)^{2} \mathrm{~T}_{\alpha} \mathrm{T}_{\alpha}(u(x))+p\left(\frac{1}{\alpha} x^{\alpha}\right) \mathrm{T}_{\alpha}(u(x))+q u(x)=0, \quad x>0$
where $\mathrm{p}, \mathrm{q}$ are constant, is called Euler's fractional equation (see
[23]). By using the change independent variable (see [19])
$z=\ln \left(\frac{1}{\alpha} x^{\alpha}\right)$,
we have
$\mathrm{T}_{\alpha}(u(z))=\left(\frac{1}{\alpha} x^{\alpha}\right)^{-1} \frac{d u}{d z}$,
$\mathrm{T}_{\alpha} \mathrm{T}_{\alpha}(u(z))=-\left(\frac{1}{\alpha} x^{\alpha}\right)^{-2} \frac{d u}{d z}+\left(\frac{1}{\alpha} x^{\alpha}\right)^{-2} \frac{d^{2} u}{d z^{2}}$.
Substituting Eqs. (13) and (14) into Eq. (12), leads to
$\frac{d^{2} u}{d z^{2}}+(p-1) \frac{d u}{d z}+q u=0$.
That equation (15) is an ordinary differential equation with constant coefficient, and according to this approach the auxiliary equation has the following form
$m^{2}+(p-1) m+q=0$
Suppose $m_{1}$ and $m_{2}$ are roots of Eq.'s (16) (see [23]). If they are distinct real numbers, then the following solution of (12) can be obtained,
$u_{h}(x)=C_{1}\left(\frac{1}{\alpha} x^{\alpha}\right)^{m_{1}}+C_{2}\left(\frac{1}{\alpha} x^{\alpha}\right)^{m_{2}}$.
If $m_{1}=m_{2}$, we derive
$u_{h}(x)=\left(C_{1}+C_{2} \ln \left(\frac{1}{\alpha} x^{\alpha}\right)\right)\left(\frac{1}{\alpha} x^{\alpha}\right)^{m_{1}}$.
And if $m_{1}$ and $m_{2}$ are distinct complex numbers then the general solution of Eq. (12) will be derive as follows
$u_{h}(x)=\left(\frac{1}{\alpha} x^{\alpha}\right)^{a}\left[C_{1} \cos b \ln \left(\frac{1}{\alpha} x^{\alpha}\right)+C_{2} \sin b \ln \left(\frac{1}{\alpha} x^{\alpha}\right)\right]$.
Example.4.3.1. Let's consider the following homogeneous fractional differential equation
$\left(\frac{1}{\alpha} x^{\alpha}\right)^{2} \mathrm{~T}_{\alpha} \mathrm{T}_{\alpha}(u(x))-2\left(\frac{1}{\alpha} x^{\alpha}\right) \mathrm{T}_{\alpha}(u(x))+2 u(x)=0$.
The auxiliary equation is as follows
$m^{2}-3 m+2=0$,
with the roots are $m_{1}=1$, and $m_{2}=2$.
So the general solution is
$u_{h}(x)=C_{1}\left(\frac{1}{\alpha} x^{\alpha}\right)+C_{2}\left(\frac{1}{\alpha} x^{\alpha}\right)^{2}$.
Example.4.3.2 consider following homogeneous equation
$\left(\frac{1}{\alpha} x^{\alpha}\right)^{2} \mathrm{~T}_{\alpha} \mathrm{T}_{\alpha}(u(x))-3\left(\frac{1}{\alpha} x^{\alpha}\right) \mathrm{T}_{\alpha}(u(x))+4 u(x)=0$.
The root of auxiliary are
$m_{1}=m_{2}=2$.
Thus the general solution is as follows,
$u_{h}(x)=\left(C_{1}+C_{2} \ln \left(\frac{1}{\alpha} x^{\alpha}\right)\right)\left(\frac{1}{\alpha} x^{\alpha}\right)^{2}$.
Example.4.3.3. Let's consider Euler's fractional equation as follows
$\left(\frac{1}{\alpha} x^{\alpha}\right)^{2} \mathrm{~T}_{\alpha} \mathrm{T}_{\alpha}(u(x))+3\left(\frac{1}{\alpha} x^{\alpha}\right) \mathrm{T}_{\alpha}(u(x))+2 u(x)=0$.
The root of auxiliary equation are
$m_{1}=-1+i, m_{2}=-1-i$.
Consequently, we have,
$u_{h}(x)=\left(\frac{1}{\alpha} x^{\alpha}\right)^{-1}\left[C_{1} \cos \left(\ln \left(\frac{1}{\alpha} x^{\alpha}\right)\right)+C_{2} \sin \left(\ln \left(\frac{1}{\alpha} x^{\alpha}\right)\right)\right]$.

## 5. Determining a particular solution of nonhomogeneous fractional equation

In this section, we have introduced variation of parameters and undetermined coefficients methods for determining a particular solution of nonhomogeneous fractional equations.

### 5.1. Variation of parameters or Lagrange approach

Assume that $u_{1}(x), u_{2}(x)$ are two linearly independent solution homogeneous fractional differential equation of the second order fractional differential equation (3), we suppose that the particular solution $u_{p}(x)$, is
$u_{p}(x)=\vartheta_{1}(x) u_{1}(x)+\vartheta_{2}(x) u_{2}(x)$,
where $\vartheta_{1}(x), \vartheta_{2}(x)$ are two unknown functions (see [23]). By computing the conformable fractional derivative of (19), we derive
$\mathrm{T}_{\alpha}\left(u_{p}(x)\right)=\left(u_{1} \mathrm{~T}_{\alpha}\left(\vartheta_{1}(x)\right)+u_{2} \mathrm{~T}_{\alpha}\left(\vartheta_{2}(x)\right)\right)$

$$
\begin{equation*}
+\left(\vartheta_{1} \mathrm{~T}_{\alpha}\left(u_{1}(x)\right)+\vartheta_{2} \mathrm{~T}_{\alpha}\left(u_{2}(x)\right)\right. \tag{20}
\end{equation*}
$$

To avoid using second conformable fractional derivative, we suppose that
$u_{1} \mathrm{~T}_{\alpha}\left(\vartheta_{1}(x)\right)+u_{2} \mathrm{~T}_{\alpha}\left(\vartheta_{2}(x)\right)=0$.
So
$\mathrm{T}_{\alpha}\left(u_{p}(x)\right)=\vartheta_{1} \mathrm{~T}_{\alpha}\left(u_{1}(x)\right)+\vartheta_{2} \mathrm{~T}_{\alpha}\left(u_{2}(x)\right.$,
Therefore,
$\mathrm{T}_{\alpha} \mathrm{T}_{\alpha}\left(u_{p}(x)\right)=\vartheta_{1} \mathrm{~T}_{\alpha} \mathrm{T}_{\alpha}\left(u_{1}(x)\right)+\mathrm{T}_{\alpha}\left(\vartheta_{1}(\mathrm{x})\right) \mathrm{T}_{\alpha}\left(u_{1}(x)\right)$
$+\mathrm{T}_{\alpha}\left(\vartheta_{2}(x)\right) \mathrm{T}_{\alpha}\left(u_{2}(x)\right)+\vartheta_{2} \mathrm{~T}_{\alpha} \mathrm{T}_{\alpha}\left(u_{2}(x)\right)$.
By substituting (19), (22) and (23) into equation (3), and some manipulation, we get
$\vartheta_{1}\left(\mathrm{~T}_{\alpha} \mathrm{T}_{\alpha}\left(u_{1}(x)\right)+P(x) \mathrm{T}_{\alpha}\left(u_{1}(x)\right)+Q(x) u_{1}(x)\right)$
$+\vartheta_{2}\left(\mathrm{~T}_{\alpha} \mathrm{T}_{\alpha}\left(u_{2}(x)\right)+P(x) \mathrm{T}_{\alpha}\left(u_{2}(x)\right)+Q(x) u_{2}(x)\right)$
$+\mathrm{T}_{\alpha}\left(\vartheta_{1}(\mathrm{x})\right) \mathrm{T}_{\alpha}\left(u_{1}(x)\right)+\mathrm{T}_{\alpha}\left(\vartheta_{2}(x)\right) \mathrm{T}_{\alpha}\left(u_{2}(x)\right)=R(x)$.
Since $u_{1}(x)$, and $u_{2}(x)$ are solutions of (4), the two expressions in parentheses are equal to zero, and (24) reduces to
$\mathrm{T}_{\alpha}\left(\vartheta_{1}(\mathrm{x})\right) \mathrm{T}_{\alpha}\left(u_{1}(x)\right)+\mathrm{T}_{\alpha}\left(\vartheta_{2}(x)\right) \mathrm{T}_{\alpha}\left(u_{2}(x)\right)=R(x)$.
By considering (21) and (25) together, we obtain the following results
$\vartheta_{1}(x)=\mathrm{I}_{\alpha}\left(\frac{-u_{2}(x) R(x)}{W_{\alpha}\left(u_{1}(x), u_{2}(x)\right)}\right)$,
$\vartheta_{2}(x)=\mathrm{I}_{\alpha}\left(\frac{u_{1}(x) R(x)}{W_{\alpha}\left(u_{1}(x), u_{2}(x)\right)}\right)$
so
$u_{p}(x)=u_{1}(x) \cdot \mathrm{I}_{\alpha}\left(\frac{-u_{2}(x) R(x)}{W_{\alpha}\left(u_{1}(x), u_{2}(x)\right)}\right)+u_{2}(x) \cdot \mathrm{I}_{\alpha}\left(\frac{u_{1}(x) R(x)}{W_{\alpha}\left(u_{1}(x), u_{2}(x)\right)}\right)$.
Example.5.1.1. Let's consider the following fractional equation
$9 \sqrt[3]{x^{2}} T_{\frac{2}{3}} T_{\frac{2}{3}}(u(x))-6 \sqrt[3]{x} T_{\frac{2}{3}}(u(x))+2 u(x)=9 x^{2} \sqrt[3]{x^{2}}$.
By using example.4.1.1. the homogeneous solutions of (26) are as follows,
$u_{1}(x)=3 \sqrt[3]{x}, u_{2}(x)=9 \sqrt[3]{x^{2}}$,
and $u_{p}(x)=-\frac{39}{56} x^{3}$ a particular solution of (26).
So the equation (26) has a general solution such as
$u(x)=C_{1} \sqrt[3]{x}+C_{2} \sqrt[3]{x^{2}}-\frac{39}{56} x^{3}$.
Example.5.1.2. we want to find the general solution of
$2 x \mathrm{~T}_{\frac{1}{2}} \mathrm{~T}_{\frac{1}{2}}(u(x))+\sqrt{x} \mathrm{~T}_{\frac{1}{2}}(u(x))-2 u(x)=4 x^{3}$.
By example.4.1.2. the homogeneous solutions are
$u_{1}(x)=x$, and $u_{2}(x)=-\frac{1}{2 x}$, and $u_{p}(x)=\frac{1}{4} x^{3}$, Is a particular solution of it. So the general solution of equation can be presented as the following form

## $u(x)=C_{1} x+C_{2} x^{-1}+0.25 x^{3}$.

### 5.2. Undetermined coefficients

Undetermined coefficients is a procedure for finding $u_{p}(x)$ when (3) has the form

$$
\begin{equation*}
\mathrm{T}_{\alpha} \mathrm{T}_{\alpha}(u(x))+p \mathrm{~T}_{\alpha}(u(x))+q u(x)=R(x) \tag{27}
\end{equation*}
$$

where $p, q$ are constant and

$$
\begin{gathered}
R(x)=\left(a_{0}+a_{1}\left(\frac{1}{\alpha} x^{\alpha}\right)+a_{2}\left(\frac{1}{\alpha} x^{\alpha}\right)^{2}+\cdots+a_{n}\left(\frac{1}{\alpha} x^{\alpha}\right)^{n}\right) \\
e^{\beta\left(\frac{1}{\alpha} x^{\alpha}\right)} \sin \gamma\left(\frac{1}{\alpha} x^{\alpha}\right)
\end{gathered}
$$

or

$$
\begin{aligned}
& \mathrm{R}(\mathrm{x})=\left(a_{0}+a_{1}\left(\frac{1}{\alpha} x^{\alpha}\right)+a_{2}\left(\frac{1}{\alpha} x^{\alpha}\right)^{2}+\cdots+a_{n}\left(\frac{1}{\alpha} x^{\alpha}\right)^{n}\right) \\
& e^{\beta\left(\frac{1}{\alpha} x^{\alpha}\right)} \cos \gamma\left(\frac{1}{\alpha} x^{\alpha}\right)
\end{aligned}
$$

We choose a particular solution in the following form
$u_{p}(x)=\left[\left(A_{0}+A_{1}\left(\frac{1}{\alpha} x^{\alpha}\right)+A_{2}\left(\frac{1}{\alpha} x^{\alpha}\right)^{2}+\cdots+A_{n}\left(\frac{1}{\alpha} x^{\alpha}\right)^{n}\right)\right.$
$e^{\beta\left(\frac{1}{\alpha} x^{\alpha}\right)} \sin \gamma\left(\frac{1}{\alpha} x^{\alpha}\right)+$
$\left(B_{0}+B_{1}\left(\frac{1}{\alpha} x^{\alpha}\right)+B_{2}\left(\frac{1}{\alpha} x^{\alpha}\right)^{2}+\cdots+B_{n}\left(\frac{1}{\alpha} x^{\alpha}\right)^{n}\right)$
$\left.e^{\beta\left(\frac{1}{\alpha} x^{\alpha}\right)} \sin \gamma\left(\frac{1}{\alpha} x^{\alpha}\right)\right]\left(\frac{1}{\alpha} x^{\alpha}\right)^{m}$
that $A_{0}, A_{1}, \ldots, A_{n}, B_{0}, B_{1}, \ldots, B_{n}$, unknown coefficients and $m$ is the lowest non-negative integer number, that removes homogeneous solutions, in choosing $u_{p}(x)$. By substituting (28) into (27) unknown coefficients will be obtained.

Example.5.2.1. let's consider the following nonhomogeneous fractional equation
$\mathrm{T}_{\frac{2}{3}} \mathrm{~T}_{\frac{2}{3}}(u(x))-2 \mathrm{~T}_{\frac{2}{3}}(u(x))=18 \sqrt[3]{x^{2}}-10$.
Homogenous solutions of (29) are as follows
$u_{1}(x)=1, u_{2}(x)=e^{\frac{43}{3} \sqrt{x^{2}}}$,
And a particular solution of it has the following form,
$u_{p}(x)=3 \sqrt[3]{x^{2}}-\frac{27}{4}\left(\sqrt[3]{x^{2}}\right)^{2}$
So the general solution of (29) is
$u(x)=C_{1}+C_{2} e^{\frac{43}{3} \sqrt{x^{2}}}+3 \sqrt[3]{x^{2}}-\frac{27}{4}\left(\sqrt[3]{x^{2}}\right)^{2}$.
Example.5.2.2. The general solution of
$\mathrm{T}_{\frac{1}{2}} \mathrm{~T}_{\frac{1}{2}}(u(x))-2 \mathrm{~T}_{\frac{1}{2}}(u(x))+u(x)=2 \sqrt{x} e^{2 \sqrt{x}}$,
can be presented as the following form
$u(x)=C_{1} e^{2 \sqrt{x}}+C_{2} \sqrt{x} e^{2 \sqrt{x}}+\frac{4}{3} x \sqrt{x} e^{2 \sqrt{x}}$.
Example.5.2.3. Consider nonhomogeneous fractional equation as follows
$\mathrm{T}_{\frac{1}{2}} \mathrm{~T}_{\frac{1}{2}}(u(x))+4 u(x)=4 \cos 4 \sqrt{x}+32 x-8 \sqrt{x}$,
This equation has a general solution such as,
$u(x)=C_{1} \cos 4 \sqrt{x}+C_{2} \sin 4 \sqrt{x}+2 \sqrt{x} \sin 4 \sqrt{x}+8 x-2 \sqrt{x}-2$.

## 6. Conclusion

In this article, some methods such as, the use of a known solution to find another one, homogenous equation with constant coefficients and Euler's equidimensional equation have been introduced for determining a general solution of homogenous fractional equations. The variation of parameters or Lagrange method, undetermined coefficients approach, for specifying a particular solution of second order linear fractional differential equations, are presented. This approach leads to an exact solution, thus there is no need of using any numerical approach.

## References

[1] R. Khalil, M. A. Horani, A. Yousef and M. Sababheh, A new definition of fractional derivative, Journal of Computational and Applied Mathematics, 264 (2014) 65-70.
[2] T. Abdeljawad, On conformable fractional calculus, Journal of Computational and Applied Mathematics, 279 (2015) 57-66.
[3] V. Daftardar-Gejji, H. Jafari, Solving a multi- order fractional differential equation using Adomian Decomposition, Applied Mathematics and Computation, 189 (2007) 541-548.
[4] B. Ghazanfari, A. Sepahvandzadeh, Adomian Decomposition Method for solving Fractional Bratu-type equations, Journal of mathematics and computer science, 8 (2014) 236-244.
[5] O. Abdulaziz, I. Hashim, S. Momani, solving systems of fractional differential equations by homotopy perturbation method, Physics Letters A, 372 (2008) 451-459.
[6] B. Ghazanfari, A. G. Ghazanfari, M. Fuladvand, Modification of the Homotopy Perturbation Method for numerical solution of Nonlinear Wave and of Nonlinear Wave Equations, Journal of mathematics and computer science, 3 (2011) 212-224.
[7] M. Mahmoudi, M. V. Kazemi, Solving singular BVPs Ordinary Differential Equations by Modified Homotopy Perturbation Method, Journal of mathematics and computer science, 7 (2013) 138-143.
[8] M. Rabbani, New Homotopy Perturbation Method to Solve Non-Linear Problems, Journal of mathematics and computer science, 7 (2013) 272-275.
[9] I. Hashim, O. Abdulaziz, S. Momani, Homotopy Analysis Method for fractional IVPs, Communications in Nonlinear Science and Numerical Simulation, 14 (2009) 674-684.
[10] A. Kurt, O. Tasbozan, Y. Cenesiz, Homotopy Analysis Method for Conformable Burgers-Korteweg-de Vries Equation, Bulletin of Mathematical Sciences and Applications, 17 (2016) 17-23.
[11] G. Wu, E. W. M. Lee, Fractional variational iteration method and its application, Physics Letters A, 374 (2010) 2506-2509.
[12] Z. Odibat, S. Momani, V. Suat Erturk, Generalized differential transform method: application to differential equations of fractional order, Applied Mathematics and Computation, 197 (2008) 467-477.
[13] A. Kurt, Y. Çenesiz, O. Tasbozan, On the Solution of Burgers' Equation with the New Fractional Derivative, Open Physics,13(1) (2015) 355-360.
[14] O.S. Iyiola, O. Tasbozan,, A. Kurt, Y. Çenesiz, On the analytical solutions of the system of conformable time-fractional Robertson equations with 1-D diffusion, Chaos, Solitons \& Fractals, 94 (2017) 1-7.
[15] Y. Çenesiz, O. Tasbozan, A. Kurt, Functional Variable Method for conformable fractional modified KdV-ZK equation and Maccari system, Tbilisi Mathematical Journal, 10(1) (2017) 117-125.
[16] Y. Çenesiz, D. Baleanu, A. Kurt, O. Tasbozan, New exact solutions of Burgers' type equations with conformable derivative. Waves in Random and Complex Media, 27(1) (2017) 103-116.
[17] M. Ilie, J. Biazar, Z. Ayati, General solution of Bernoulli and Riccati fractional differential equations based on conformable fractional derivative, International Journal of Applied Mathematical Research, 6(2) (2017) 49-51.
[18] M. Ilie, J. Biazar, Z. Ayati, Application of the Lie Symmetry Analysis for second-order fractional differential equations, Iranian Journal of Optimization, 9(2) (2017) 79-83.
[19] Y. Çenesiz , A. Kurt, New fractional complex transform for conformable fractional partial differential equations, Journal of Applied Mathematics Statistics and Informatics, 12(2) (2016) 41-47.
[20] M. N. Koleva, L. G. Vulkov, Numerical solution of time-fractional Black-Scholes equation, Computational and Applied Mathematics, 39 (4) (2017) 1699-1715.
[21] B. P. Moghaddam, M. J. A. T. Machado, A. Babaei, A computationally efficient method for tempered fractional differential equations with application, Computational and Applied Mathematics, 18 Nov 2017 online, 1-15.
[22] A. Gokdogan, E. Unal, E. Celik, Existence and uniqueness theorems for sequential linear conformable fractional equations, Miskolc Mathematical Notes, 17(1) (2016) 267-279.
[23] George F. Simmons, Differential Equations Whit Applications And Historical Notes, McGraw-Hill,Inc. New York. 1974.
[24] M. Ilie, J. Biazar, Z. Ayati, Analytical solutions for conformable fractional Bratu-type equations, International Journal of Applied Mathematical Research, 7 (1) (2018) 15-19.
[25] M. Ilie, J. Biazar, Z. Ayati, Optimal Homotopy Asymptotic Method for first-order conformable fractional differential equations, Journal of Fractional Calculus and Applications, 10 (1) (2019) 33-45.
[26] M. Ilie, J. Biazar, Z. Ayati, The first integral method for solving some conformable fractional differential equations, Optical and Quantum Electronics, 50 (2) (2018), https://doi.org/10.1007/s11082-017-1307-x.
[27] M. Ilie, J. Biazar, Z. Ayati, Resonant solitons to the nonlinear Schrödinger equation with different forms of nonlinearities, Optik, 164 (2018) 201-209.
[28] M. Ilie, J. Biazar, Z. Ayati, Lie Symmetry Analysis for the solution of first-order linear and nonlinear fractional differential equations, International Journal of Applied Mathematical Research, 7 (2) (2018) 37-41.
[29] M. Ilie, J. Biazar, Z. Ayati, Analytic solution for second-order fractional differential equations via OHAM, Journal of Fractional Calculus and Applications, 10 (1) (2019) 105-119.

