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Abstract 
 

In this paper an attempt has been made to the other corner of the power of neural networks. According to the neural 

network in the diagnosis of diseases, we use neural network models for diagnosing bipolar disorder; bipolar disorder is 

the common disorder of depression mood. We have used two neural network models: MLP & KNN. With different 

percentages of the implementation of neural network models is discussed. And the error was calculated for each model. 

We can by using the MLP model achieve an error of 16% for the diagnosis of bipolar disorder. 
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1. Introduction 

Artificial neural networks are finding many uses in the medical diagnosis application [1].To streamline the diagnostic 

process in daily routine and avoid misdiagnosis, artificial intelligence Methods (especially computer aided diagnosis 

and artificial neural networks) can be employed. These adaptive learning algorithms can handle diverse types of 

medical data and integrate them into categorized outputs [2]. In 2004, the global burden of disease report (GBD) 

revealed, psychological disorders accounted for 14% of the total global disease burden [3]. Depression is the most 

prevalent mental health disorder affecting approximately 100 million people globally [4]. It has become a general 

disease in the world due to the promotion of life quality and technology development. Most of people are not aware of 

the possibility of getting depressed himself in daily life. To accurately diagnose getting depressed becomes an important 

issue [5]. "Depression" is a psychological disorder in which the patient's activities severely reduced and in fact, he was 

not motivated to do many things. Depressed person's energy and life skills he will fall, and his concentration is greatly 

reduced. However, sometimes aggressive, sometimes it is frustrating. His guilt is very strong. In addition, the patient 

will return your goals in life and reduce social activities and production. [6]. The analysis of scientific investigations 

shows that very limited works have been reported on diagnosis of depression using neural networks structure , for 

example :In [7], ten different types of classification algorithms are applied to depression diagnosis and their 

performance is compared, through a set of experiments on SMRI brain scans. In the experiments, a procedure is 

developed to measure the performance of these algorithms and an evaluation method is employed to evaluate and 

compare the performance of the classifiers. In [8], a machine learning method is proposed for automatically finding 

psychiatric diagnostic rules. It is proposed that a genetic algorithm (GA) system can find symbolic, easily readable rules 

that could be used by psychiatric clinicians. Diagnosis of major depressive disorder is considered. A sample of 320 

subjects with symptom information and pre-assigned diagnosis is used to train a GA model and two other statistical 

models, discriminant analysis and logistic regression. Each model is able correctly to classify more than 91% of cases. 

The GA model performs best of the three methods and yields readable, non-numeric rules. In [9], presents psyche 

system, a personal, cost-effective, multi-parametric monitoring system based on textile platforms and portable sensing 

devices for the long term and short term acquisition of data from selected class of patients affected by mood disorders. 

The acquired data will be processed and analyzed in the established platform that takes into account the Electronic 

Health Records (EHR) of the patient, a personalized data referee system, as well as medical analysis in order to verify 

the diagnosis and help in prognosis of the illness. In [10], the authors conducted a resting-state functional connectivity 
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fMRI study of 35 bipolar disorder and 25 schizophrenia patients, to investigate the relationship between bipolar disorder 

and schizophrenia, using computation of  the mean connectivity within and between five neural networks: default mode 

(DM), fronto-parietal (FP), cingulo-opercular (CO), cerebellar (CER), and salience (SAL). They found that across 

groups, connectivity was decreased between CO-CER, to a larger degree in schizophrenia than in bipolar disorder. 

Also, in schizophrenia, there was also decreased connectivity in CO-SAL, FP-CO, and FP-CER, while bipolar disorder 

showed decreased CER-SAL connectivity. Disorganization symptoms were predicted by connectivity between CO-

CER and CER-SAL. 

In this paper, the use of neural network models (MLP, KNN), discussed for diagnosis of bipolar disorder. First, the 

parameters needed to diagnose detected.  The data used in this study for education are also used for network testing. 

After the design of neural network models and test the network, according to error of models for diagnose, we choose 

the best model for this disorder, it is obvious, best model had the minimum error than other models. 

2. Definition idioms 

In this section, all terms been used in this article, we have introduced: 

 

2.1. Neural network 
 

The main idea of machine learning WarenMcCulloch and Walter Pitts in 1940 by taking the model of the human brain 

neurons were raised. [11].  Set the input weights of each neuron makes learning neural network is an artificial neural 

network can be a single layer or multiple layers, resistance and damage tolerance can be learned, being (i.e., the ability 

to adjust the weight LAN), generalize, because of the high speed parallel processing, coping with change. Feature of 

Neural network system and non-linear system model. This article is based on a neural network can be used as an 

efficient tool in identifying psychiatric patterns. [12][13]. 

 

2.2. MLP model 
 

A multilayer perceptron (MLP) is a feed forward artificial neural network model that maps sets of input data onto a set 

of appropriate outputs [14].  This type of network is trained with the back propagation learning algorithm. MLPs are 

widely used for pattern classification, recognition, prediction and approximation. Multi-Layer Perceptron can solve 

problems which are not linearly separable [15]. 

 

2.3. KNN model 
 

The k-Nearest-Neighbors (KNN) is a simple but effective method for classification. The major drawbacks with respect 

to KNN are (1) its low efficiency – being a lazy learning method prohibits it in many applications such as dynamic web 

mining for a large repository, and (2) its dependency on the selection of a “good value” for k [16]. 

 

2.4. Depression 
 

Depression is a most common severe mental disturbance health disorder causing high societal costs. In clinical practice 

rating for depression depends almost on self-questionnaires and clinical patient history report opinion [17]. Depression 

is a feature of some psychiatric syndromes such as bipolar disorder but it may also be a normal reaction to life events 

such as bereavement, a symptom of some bodily ailments or a side effect of some drugs and medical treatments [18]. 

 

2.5. Bipolar disorder 
 

Bipolar disorder (i.e., bipolar disorder І, bipolar disorder ІІ, temperamental cyclical disorder and bipolar disorder which 

is not otherwise identified) requires mania history courses, hybrid courses, courses that usually accompanies Hypo 

mania  despite (or history) major depressive episodes [19]. Bipolar Disorder Type І: according to one or more courses 

or mixed Mania usually associated with major depressive episodes are characterized. Bipolar disorder ІІ: according to 

one or more periods of major depression associated with at least one course Hypo mania be determined. Periodic 

disturbance: According to multiple periods Hypo mania symptoms for at least 2 years Mania not match the criteria of 

diagnosis and the presence of numerous periods with depressive symptoms that do not meet the criteria for a diagnosis 

of major depression, is by characterized [20] [21]. 
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3. Proposed algorithm 

At this stage, the parameters obtained from the records of patients as well as related articles [22], [23]; Simulation of 

neural network models has been conducted. The parameters used in this paper can be pointed to “depression mood”, 

“feelings of guilt”, “risky driving”, “risky sex”, “Jump thoughts”, “lack of sleep”, “high joy”, work disorder”, “cry”, 

“lack of success”, “sleepless”, “sad”, “poor judgment”, “lack of focus”, etc. In this article use the 47 parameters for 

diagnosis of bipolar disorder. The data used in this study for education are also used for network testing.  Then, 

depending on the model selected (MLP or KNN), the simulation is performed. After simulation, Error for each of the 

models calculated with respect to different percentages training. Because networks training with of different levels, we 

can calculate the least error and get the best of education. And, in the end, select the best model for diagnose of bipolar 

disorder. Following the results of simulations of the two models is shown. 

 

3.1. MLP model results 
 

To implement this model using, 10 input neurons, 5 neurons in the middle and 4 output neurons. In the fact, 3 output 

neurons show the 3 class for diagnose the bipolar disorder. These classes are BD (I), BD (II) and health. This model 

simulation with the different percentage training. The results of this model show in “Table.1”. And for the best 

percentage training, performance graph show in “figure.1”.  

As can be seen in “Table.1”, for 70 percentage training has the minimum error and it is the best error with this model 

for diagnosis bipolar disorder, also for 60 percentage training has the maximum error and it not suitable.  

 
Table 1: Error of MLP Model 

Network error Percentage training 

0.19 40 

0.19 50 

0.22 60 

0.16 70 

0.17 80 

0.19 90 

 

“Figure.1” shows for 9 epoch training MLP model in seventh epoch has the best validation. Validation of this epoch is 

0.049. 

 

 
Fig. 1: Performance Graph for MLP Model 

 

3.2. KNN model results 
 

To implement this model using, 3 parameters for training, testing and grouping the data. This model has the 3 class 

output. These classes are BD (I), BD (II), and healthy. This model simulation with the different percentage training. The 

results of this model show in “Table.2”. And for the best percentage training, performance graph show in “figure.2”. As 

can be seen in “Table.2”, for 70 percentage training have the minimum error and it is the best error with this model for 

diagnosis bipolar disorder, also for 90 and 50 percentage training have the maximum error and it not suitable.  
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Table 2: Error of KNN Model 

Network error Percentage training 

0.24 40 

0.25 50 

0.24 60 

0.21 70 

0.23 80 

0.25 90 

 

“Figure.2” shows for 8 epoch training KNN model in fourth epoch has the best validation. Validation of this epoch is 

0.050. 

 

 
Fig. 2: Performance Graph for KNN Model 

 

3.3. Compare the models 
 

In “Figure.3” have the compare MLP & KNN models. It can be seen for both models in 70% training have the 

minimum error and it the best percentage training. But, the total compares in “Table.3” shows. In this table obtained 

with MLP model in diagnose with best percentage training have the 16% error and with using the KNN model have the 

21% error. Thus, the MLP model has the best diagnose for bipolar disorder. 

 

 
Fig. 3: Compare MLP & KNN Error 

 
Table 3: Compare Models 

Percentage Error Model 

16% MLP 

21% KNN 

4. Conclusion 

In this paper an attempt is made to use the parameters required for the diagnosis of bipolar disorder, deal to 

implementation of neural network models. The models used in this paper are KNN & MLP. With the available data to 

train and test the models discussed. Error for each models obtained with different percentage education. And saw with 

70% training have the minimum error for testing network. Also, with using the MLP model for diagnose have the 16% 
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error and with using the KNN model have the 21% error. And we can conclude by using the MLP model can we have 

better diagnosis for bipolar disorder. 
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