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Abstract

Current facial recognition systems are still far away from the capability of the human’s face perception. Facial recognition
systems can continue to be improved as technology evolves. The task of face recognition is heavily explored in recent years. In
this research, we provide our initial idea in developing Lightweight Deep Neural Networks for facial recognition. Although our
goal was to create an optimal model that would exceed current facial recognition model performance, we could experiment
and discover alternative approaches to multi-class facial recognition/classification. We tested with a dataset of 2800 images
of men and women with specified image sizes. We created three CNN with various architectures, which we used to train with
the chosen dataset for 20, 50, 100, and 200 classes per model. The experimental results exhibit the challenges of increasing
the complexity of neural networks. From these results, we concluded that a Light CNN Model with a small number of layers
had an average test accuracy of 94.19% which was the best classification performance on unseen data.
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1. Introduction

The human face is a unique social identifier in our world. The distinctiveness of a human’s face is a significant contributor
to the concept of individuality. Thus, how we as humans perceive and register human faces has been an intriguing area of
focus in psychology research for decades [1]. With the increased performance, accessibility, and affordability of computing
technology in the last two decades, the study of human facial recognition has evolved immensely. Today, artificial facial
recognition technologies are used worldwide by various organizations and governments.
Facial recognition software has been continuously more reliable due to the exponential increase in accuracy from these systems.
For example, FaceMe [2]. Marriott has been developing a check-in software for their hotels that uses facial recognition
technology to decrease the average check-in time by up to 66% [3]. Another example of everyday facial recognition utilization
involves Caliburger, the California-based fast-food chain. Since 2017, Caliburger has offered a personalized experience with
its facial recognition kiosks. These kiosks scan the customer’s face, bringing up their user profile. They afford the customer
to view past orders and even order their favorite items from the kiosk [4]. Furthermore, many retail conglomerates, such
as Walmart, have been implementing systems that can track customers as they move around the store to crack down on
shoplifting in their stores [5]. One of the most well-known implementations of facial recognition came in November 2017,
when Apple released the iPhone X, which showcased their new "FaceID" feature. FaceID is Apple’s facial recognition software
that allows users to unlock their phone, make purchases in the app store, use the Apple Pay feature, and much more, all
using only their face [6]. At the time of the release of FaceID on the iPhone X, 44.2% of Americans owned an iPhone, and
since then, that percentage has grown to nearly 47% [7]. This implementation is responsible for exposing millions of people
worldwide to the growing technology of facial recognition.
The availability of large annotated datasets and affordability of GPUs (Graphics Processing Units) are responsible for this
rapid improvement in this technology [8]. As of December 2020, the top-ranked facial recognition algorithm produced an
accuracy of 99.95%, while only required approximately two seconds to classify each person [9]. The dramatic decrease in the
cost of GPUs, paired with the substantial increase in algorithm performance, has opened the door for various industries to
utilize facial recognition technology to satisfy their own unique needs. Whether it’s for security purposes or simply a method
for increasing customer engagement, facial recognition is starting to become a standard in society.
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In a 2020 study performed by Grand View Research [10], it was determined that, in terms of end-use, the industries with
the most significant percentage of facial recognition market share in 2019 were retail/e-commerce and media/entertainment.
Government and healthcare represented the 6th and 7th highest market share, respectively, as depicted in Figure 1. In the
report, the focus is on facial recognition usage over the next seven years to 2027. During that forecast period, healthcare is
expected to increase its market share the most, while the government is expected to be second in that regard.

Figure 1: Global Facial Recognition Market Share, 2019 [Source: Grand View Research]

The appeal of facial recognition software for these industries is simple. The ability to identify a person accurately and
efficiently is highly beneficial. However, as a wider variety of industries are exploring the benefits of this technology, there
have been legitimate concerns about people’s freedoms and privacy. In a 2019 survey, 26% of Americans surveyed think
the use of facial recognition technology should be strictly limited by the U.S. government [11]. While a small percentage
of people voice these concerns, organizations, and governments have consequently been held accountable to implement the
technology only in areas of severe security needs (i.e., airport security). Furthermore, facial recognition on unsuspecting
citizens has been more heavily criticized than facial recognition systems designed for customer interaction or safety.
This technology is designed to find, recognize, and distinguish between faces within a database. Facial recognition algorithms
rely on biometric data — facial characteristics such as hard tissue, curves of the eye socket, nose, and chin. According to
research published in April 2020 by the Center for Strategic and International Studies (CSIS), facial recognition systems
have nearly absolute precision in ideal conditions, reaching a 99.95% recognition accuracy level. The National Institute of
Standard Technology (NIST) states that face recognition has undergone an industrial revolution, with algorithms become
increasingly more tolerant of poor-quality images [12]. Even though current machine recognition systems have reached such a
high level of maturity, their success is limited by the conditions imposed by many real-life applications. However, perfect
conditions are scarcely attainable in daily operations, as algorithms face various obstacles affecting their performance [13].
For example, face images acquired in an outdoor environment with illumination and/or pose changes continue to cause poor
performance in even the best facial recognition algorithms.

Figure 2: Map of where facial recognition is expected to grow around the world, 2020-2025 [Source: Mordor Intelligence]

While the United States has witnessed a significant increase in the usage and deployment of facial recognition systems, an
enormous change in growth has occurred in East Asia and Australia, shown in Figure 2. Facial recognition is expected to
witness robust growth over the next few years due to its advantages over other biometric technologies. Facial recognition is
widely preferred over other biometric technologies such as voice recognition, skin texture recognition, iris recognition, and
fingerprint scanning due to its contact-less process and easy, cost-effective deployment (using cameras and existing monitoring
devices).
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1.1. Motivation and Goals

Our motivation for conducting this experiment stems from the fact that facial recognition systems have become increasingly
apparent in our daily lives. This project aims to develop Lightweight Deep Neural Networks to detect faces from a dataset
with a high level of accuracy and precision. We plan to investigate and test the neural network performance with a growing
number of classes and measure the CNN performance in each case. Additionally, we want to determine any correlation
between the depth of the network architecture and the level of accuracy achieved on unseen data. This paper is organized as
follows. In Section 2, we provide an introduction to the CNN architecture design.

2. What is CNN?

The advancement in machine learning has been exponential in recent years, heavily influenced by the rapid progress of
Convolutional Neural Networks. A Convolutional Neural Network (CNN) is a deep learning architecture that can take in an
input image, assign importance (i.e., learnable weights and biases) to various objects in a picture, and be able to differentiate
one from the other [14].
CNN is one of the principal models of deep learning. Traditional CNN belongs to supervised learning and is a forward pass
neural network [15]. A convolutional neural network is a class of deep learning methods that will continue to dominate
various computer vision tasks. Recently, CNN was used to handle many problems in face recognition [16, 17, 18].
CNN’s are similar to traditional ANNs, with both having a large number of self-optimized neurons based on some learning
mechanism. Each neuron receives input(s) from a previous set of neurons and performs several operations (i.e., scalar product
and nonlinear function evaluation). The main difference between CNNs and traditional ANNs is that CNNs are mainly used
in pattern recognition, whereas ANNs have been extensively used in various real-life problems.
CNN are complex structured models with high computational power. This architecture allows CNNs to perform several
complex tasks to map an input to an output to learn complicated and nonlinear functions. Explicitly speaking, CNN consists
of a massive number of interconnected nodes tuned by many learning algorithms. CNN nodes are arranged into multiple
layers, each layer achieving a definite operation on its input. In Figure 3, we show a block diagram of the proposed face
recognition system

Figure 3: Block diagram of proposed face recognition system

2.1. Convolution layer

CNN’s are similar to traditional ANNs, with both having a large number of self-optimized neurons based on some learning
mechanism. Each neuron receives input(s) from a previous set of neurons and performs several operations (i.e., scalar product
and nonlinear function evaluation). The main difference between CNNs and traditional ANNs is that CNNs are mainly used
in pattern recognition, whereas ANNs have been extensively used in various real-life problems [19].

2.2. Pooling layer

Pooling layers usually are one of the layers added after the convolution layer(s). The primary purpose of the pooling layer is
to reduce the amount of work that is completed in the next layer of the network. It does this by decreasing the dimensions of
the provided input maps [20]—the two main types of pooling layers: max pooling and average pooling.

• Max pooling essentially takes the largest elements in a given feature map and combines them into a new and updated
feature map containing the maximum elements.

• Average pooling, on the other hand, takes the average of elements in a region specified by the pooling filter and displays
an updated map with the average of elements from each subsection of the original feature map.

By using these two types of layers in neural network architecture, you condense the steps used in the upcoming layers and, in
turn, improve your network’s performance [20] (See Figure 4).
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Figure 4: This figure visualizes the differences between max pooling and average pooling

2.3. Activation Functions

An activation function in a neural network is a function that takes the input from each node and connects it with its respective
output. When the weighted sums are directed into the nodes, the activation function takes that input sum and generally
changes it to a number between a specified upper and lower limit. This transformation that occurs is normally nonlinear.
Two major types of activation functions are 1) Sigmoid and 2) ReLU (Rectified Linear Unit) [21].

2.3.1. Sigmoid

Generally speaking, in a sigmoid function, when given a negative input, the process transforms the input number close to
0. When given a positive input, the function converts the input number close to 1. Inputs given and close to 0 will be
transformed into random numbers that fall between 0 and 1. The takeaway here is that if the value for the neuron is closer
to 0, it becomes less activated, and when closer to 1, it becomes more activated [22].

2.3.2. ReLU

ReLU is one of the most prominent and widely used activation functions in neural networks. Unlike the sigmoid function, this
function changes given inputs to a maximum value of 0 or the input value given. The takeaway here is that the more positive
the value for the neuron, the more activated it becomes. An example of a famous ReLU function [22] is shown in Equation 1.

relu(x) = max(0,x) (1)

2.4. Fully-connected Layer

The fully connected layer is traditionally the last layer that is added to the network. The Fully Connected (F.C.) layer takes
the output that is received from the convolution, activation, or pooling layer before it and outputs a vector of N number of
dimensions. N, in this case, would be the number of classes that the networks have to learn. Each value in the given vector
expresses the probability of a specified class. This layer aims to take the output from the previous layer and try to classify an
accurate prediction of a particular class. For this process to be possible, the output data from the layer preceding the first
F.C. layer must be "flattened." The method of flattening the data before passing it as input to the first F.C. layer is essential,
as the F.C. layer can only be one-dimensional [23].

2.5. Evaluation Metrics

Evaluation metrics are beneficial for evaluating a neural network model and its ability to complete its task. We will use some
of the most prominent evaluation metrics to assess our model are accuracy, precision, recall, and F1 score. T.P., F.P., TN,
and F.N. are the true positive, false positive, true negative, and false-negative, respectively.

• Accuracy evaluation shows the ratio made up the number of predictions the model correctly classifies to the total input
samples.

Accuracy = T P + T N

T P + T N + F P + F N
(2)

• Precision evaluates a models ability to find the correct target points that it was designed to find [24].

P recision = T P

T P + F P
(3)

• Recall evaluates the models ability to find the specified cases in the input data set [24].

Recall = T P

T P + F N
(4)
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Figure 5: Fully Connected Neural Networks

• F1 score, also known as F-measure or F-score, shows the weighted average of the precision and recall values. In an
F-score, the best value that can be obtained is one, and the worst being a 0 [25].

F 1 = 2 ∗ (precision ∗ recall)
(precision + recall) (5)

3. Dataset

For a multi-class classification model to accurately identify specific faces, many images are needed for each class. We will be
using the FEI face database for our research approach. This dataset was compiled in 2006 by researchers from the University
Center of FEI in Brazil. The data consists of 2800 images of Brazilian men and women, each with 14 images. There is a
1:1 ratio of men to women, within the age range of 19 to 40, featuring a wide variety of appearances and hairstyles. The
images are taken against a homogeneous background in an upright frontal position with profile rotations of approximately
180 degrees. The size of the original images is 640 × 480 pixels.

Figure 6: Some examples of image variations from the FEI face database [26]

4. Experimental Results

The data set was split into 1600, 800, and 400, training, testing, and validation sets to develop the proposed set of CNN
models. Our proposed approach for the facial recognition task was to create an appropriate model to classify a human face
accurately. We implemented a pre-processing stage for the dataset, which includes:

• We augmented the dataset by adjusting the dimensions of the images to 480 × 480 pixels, and
• Applying FastAI’s default data augmentation function, which randomly augments the data in various ways. Examples

of such augmentations include horizontally flipping the image, warping the image, and adjusting the illumination of the
image.

We then created three CNN architectures with varying complexity. The proposed models CNN consisted of one, two, and
three convolutional layers, respectively. Thus, our goal is to test the CNN network’s performance with the growing number of
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(a) Accuracy curve for CNN Model 1 (b) Accuracy curve for CNN Model 2

(c) Accuracy curve for CNN Model 3

Figure 7: Accuracy Curves for the three proposed CNN architectures

classes. We tested each of our models on 20, 50, 100, and 200 classes (i.e., images) to achieve this. The model was trained for
70 epochs for each of these, with a fixed learning rate of 1 × 10−5. As depicted in Table 1, our lowest test accuracy was
87.50%, which was calculated for CNN Model 2, when trained on only the first 50 classes. The highest accuracy recorded on
unseen test data came from CNN Model 1 when trained on the first 100 classes.

Table 1: Proposed CNN models for facial recognition

Training Testing
Model No. of Classes Accuracy% Precision% Recall% Time (mm:ss) Accuracy%

CNN Model 1 20 91.25 95.22 91.25 09:19 95.00
50 92.00 93.87 92.00 22:10 94.00
100 87.25 90.04 87.25 43:39 96.00
200 92.13 94.42 92.13 89:07 91.75

CNN Model 2 20 90.00 89.08 90.00 09:19 87.50
50 87.50 91.24 87.50 22:15 95.00
100 91.00 92.83 91.00 51:29 93.00
200 90.50 93.75 90.50 101:06 91.00

CNN Model 3 20 90.00 95.00 90.00 09:13 90.00
50 84.50 89.45 84.50 22:45 91.00
100 87.00 90.96 87.00 45:11 91.00
200 88.88 91.58 88.88 89:40 90.25

In Figures 7(a), 7(b) and 7(c), we can see that the accuracy curves for each CNN Model were extremely similar. In each
model, we can see that the model had a generally higher validation accuracy when trained on the fewest number of classes in
our experiment (i.e., twenty classes). As shown in Figures 8(a), 8(b) and 8(c), the validation loss for CNN Model 1 was
significantly less than the other two models, no matter the number of classes are used.

5. Conclusions

In this research, we developed several CNN architectures to handle the problem of facial recognition. Three CNN models with
various complexity were explored. We determined that a Lightweight CNN with a single convolutional layer can achieve high
recognition accuracy. The average test accuracy for CMM model 1 was 94.19%, which was a significant improvement over
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(a) Accuracy curve for CNN Model 1 (b) Accuracy curve for CNN Model 2

(c) Accuracy curve for CNN Model 3

Figure 8: Loss Curves for the three proposed CNN architectures

CNN models 2 and 3, which had average test accuracies of 91.63% and 90.56%, respectively. We trained the deepest model
on CNN Model 3, which had the worst performance on unseen data (i.e., test accuracy). Per these results, we concluded that
given our experimental setup and the dataset used, there is a negative correlation between the complexity of the network
architecture and the network’s performance on unseen test data.
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