Dark soliton solutions to (2 + 1)-dimensional Kundu-Mukherjee-Naskar equation via the first integral method
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Abstract

In the present work, the First Integral Method is being applied in finding a non-soliton as well as a soliton solution of the (2 + 1)-dimensional Kundu-Mukherjee-Naskar (KMN) equation which is a variant of the well-known Nonlinear Schrodinger (NLS) equation. Using the method, a dark optical soliton solution and a periodic trigonometric solution to the KMN equation have been suggested and the relevant conditions which guarantee the existence of such solutions are also indicated therein.
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1. Introduction

Optical solitons are pulses which compose the basic fabric of signal transmission across trans-continental and trans-oceanic distances in telecommunication engineering. In the present decade, the study of the dynamics of optical soliton propagation through optical fibers yields many promising results in the research of optical communication systems. Several equations/models have been proposed so far in the past a few decades to describe such physical phenomena and the Kundu-Mukherjee-Naskar (KMN) equation [1-6] is one of them. This equation was first proposed in the year 2014 by three Indian physicists namely Anjan Kundu, Abhik Mukherjee and Tapan Naskar for modelling the dynamics of two-dimensional rogue waves in ocean water and also two-dimensional ion-acoustic waves in magnetized plasmas [7,8]. We can consider this equation as an extension of the well-known Nonlinear Schrodinger (NLS) equation. It can also be used in describing propagation of optical wave through coherently excited resonant wave-guides in particular in the theory of bending of light beams. Various methods have been proposed so far by various authors for solving Nonlinear Evolution Equations (NLEEs) and the First Integral Method [9-16] is picked up here to find a soliton solution of KMN equation.

2. Kundu-Mukherjee-Naskar (KMN) equation in (2 + 1) dimensions

The KMN equation is written in a dimensionless form as

\[ iq_t + a q_{xy} + i b (q q_x^* - q^* q_x) = 0 \]  

where \( i = \sqrt{-1} \), \( x \) and \( y \) are spatial variables, \( t \) is the temporal variable, \( q(x, y, t) \) is a dependent variable depending on \( x, y, t \) and giving the profile of the optical soliton or nonlinear wave envelope, the asterisk denotes complex conjugation and the subscripts indicate derivatives of the dependent variable with respect to them; the first term ensures a temporal evolution, the second term with a coefficient \( a \) represents a dispersion term, the final term on the left hand side with a coefficient \( b \) is the nonlinear term that is different from the conventional Kerr-type or any known non-Kerr type nonlinearity arising in the celebrated Nonlinear Schrodinger (NLS) equation and other earlier generalized models.

Although the equation was proposed by Kundu, Mukherjee and Naskar to describe oceanic rogue waves as well as hole waves, it may also be used in describing optical waves or soliton propagation through Erbium doped coherently excited resonant wave-guides. Further, this equation can also be used in the study of the phenomenon of bending of light beams. Due to these reasons, many researchers turned to the investigation of this equation and subsequently several findings had been published elsewhere. In the following sections, we describe an algorithm of the First Integral Method and it is applied in solving the KMN equation.
3. Algorithm of first integral method

The First Integral Method, based on the ring theory of commutative algebra was first proposed by Z. S. Feng and was further developed by himself. This method had been effectively applied by many authors in solving different types of NLEEs encountered in the study of science and engineering. The main steps of this method are outlined as in the following.

We suppose that we are to solve a nonlinear partial differential equation (NLPDE) that can be expressed in the form

\[ F(u, u_x, u_y, u_{xx}, u_{yy}, \ldots) = 0 \]  
(2)

where \( x, t \) are independent variables, \( u \) is a dependent variable depending on \( x, t \); the subscripts denote the partial derivatives of the dependent variable with respect to them and \( F \) is a polynomial in \( u \) and its various partial derivatives.

We introduce the following travelling wave transformations

\[ u = u(x, t) = U(\xi), \quad \xi = x - ct \]  
(3)

where \( c \) is a constant to be determined latter. This constant \( c \) is generally the constant speed of the wave propagation. Using the above transformations, Eq. (2) is reduced to a nonlinear ordinary differential equation (NLODE) of the form

\[ G(U, U', U'', \ldots) = 0 \]  
(4)

where

\[ U' = du/d\xi \text{ etc.} \]

Next, let us put

\[ U(\xi) = R(\xi), \quad U'(\xi) = \frac{dU}{d\xi} = S(\xi). \]  
(5)

Then, we have a plane autonomous system

\[ S(\xi) = R'(\xi), \quad S'(\xi) = H(R(\xi), S(\xi)) \]  
(6)

where \( H \) is a polynomial in \( R \) and \( S \).

If we can find two first integrals to this plane autonomous system under the same conditions, then analytic solutions of the system (6) can be obtained directly. However, in general, it is really difficult for us to realize this even for one first integral, because for a given plane autonomous system, there exists neither a systematic theory that can tell us how to find its first integrals nor a logical way for telling us what these first integrals are. We may apply the Division Theorem to obtain a first integral to the system (6) which reduces Eq. (4) to an integrable first order ODE. An exact solution of Eq. (2) can be obtained by solving this first order ODE. For convenience, let us recall the Division Theorem for two variables in a complex domain \( \mathbb{C}[w, z] \).

Division Theorem: For two polynomials \( f(w, z) \) and \( g(w, z) \) in a complex domain \( \mathbb{C}[w, z] \), if \( f \) is irreducible in \( \mathbb{C}[w, z] \) and if \( f \) vanishes at all zero points of \( g \), then there exists another polynomial \( P(w, z) \) in \( \mathbb{C}[w, z] \) such that \( f = Pg \).

The division theorem directly follows from the Hilbert-Nullstellensatz theorem of commutative algebra.

3.1. Reduction of KMN Equation to a NLODE

To reduce Eq. (1) to a NLODE, we introduce the transformations

\[ q(x, y, t) = U(\xi) e^{-im}, \quad \xi = x + y - ct, \quad \eta = k_x x + k_y y - \omega t + \epsilon \]  
(7)

where \( \epsilon \) is the constant soliton propagation speed, \( k_x \) and \( k_y \) are the soliton frequencies in the \( x \) and \( y \) directions respectively, \( \omega \) is the wave number of the soliton and \( \epsilon \) is a phase constant.

Now, we have

\[ q_x = (-cU' + i\omega U) e^{-im}, \]
\[ q_y = (U' - ik_x U) e^{-im}, \]
\[ q_{xy} = (U'' - ik_x U' - ik_y U' - k_x k_y U) e^{-im}. \]

Now, substituting the expressions for \( q \), its complex conjugate \( q^* \) and its partial derivatives \( q_x, q_y \) and \( q_{xy} \) into Eq. (1), we obtain the real and the imaginary parts of the resulting equation as

Real Part:

\[ aU'' - (ak_x k_y + \omega)U - 2bk_x U^3 = 0, \]  
(8)

Imaginary Part:
4. Application of the first integral method to Solving KMN Equation

From Eqs. (5) and (6), we re-write

\[ R(\xi) = U(\xi), \quad S(\xi) = R'(\xi) = U'(\xi). \]

(10)

From Eq. (8), we have

\[ S'(\xi) = U''(\xi) = \left( k_1 k_2 + \frac{m}{a} \right) R + \left( \frac{2b_1}{a} \right) R^2. \]

(11)

Using Eqs. (10) and (11), we obtain the following two dimensional autonomous system

\[ S(\xi) = R'(\xi), \quad S'(\xi) = \left( k_1 k_2 + \frac{m}{a} \right) R + \left( \frac{2b_1}{a} \right) R^2. \]

(12)

In accordance with the first integral method, it is assumed that \( R(\xi) \) and \( S(\xi) \) are non-trivial solutions of the autonomous system (12) and that the polynomial \( \Phi( R(\xi), S(\xi) ) = \sum_{j=0}^{m} \gamma_j(R) \ S^j(\xi) \) is an irreducible polynomial in the complex domain \( C [ R, S ] \) such that

\[ \Phi( R(\xi), S(\xi) ) = \sum_{j=0}^{m} \gamma_j(R) \ S^j(\xi) = 0 \]

(13)

where \( \gamma_j(R) \) \( (j = 0, 1, 2, 3, \ldots m) \) are polynomials in \( R \) with \( a_m(R) \neq 0 \).

Here, Eq. (13) is the first integral to the autonomous system (12). From Eq. (13), it is seen that the quantity \( \frac{d\Phi}{d\xi} \) is a polynomial in \( R \) and \( S \) and is equal to zero. By division theorem, there exists a polynomial \( g(R) + h(R) S \) in the complex domain \( C [ R, S ] \) such that

\[ \frac{d\Phi}{d\xi} = \frac{\partial \Phi}{\partial R} \frac{dR}{d\xi} + \frac{\partial \Phi}{\partial S} \frac{dS}{d\xi} = \sum_{j=0}^{m} \gamma_j'(R) S^j + \sum_{j=0}^{m} \gamma_j(R) S^j S^{j-1} \ S' = (g(R) + h(R) S) \sum_{j=0}^{m} \gamma_j(R) S^j(\xi). \]

(14)

Then, we consider different cases with different values of \( m \).

Let us consider the case with \( m = 1 \).

In this case, using Eqs. (12), (13) and (14), we write

\[ \gamma_0(R) S + \gamma_1(R) S^2 + \gamma_1(R) \left[ \left( k_1 k_2 + \frac{m}{a} \right) R(\xi) + \left( \frac{2b_1}{a} \right) R^2 \right] \]

\[ = g(R) \gamma_0(R) + \left( h(R) \gamma_0(R) + g(R) \gamma_1(R) \right) S + h(R) \gamma_1(R) \ S^2. \]

(15)

Equating coefficients of \( S^j \ (j = 0, 1) \) from both sides of Eq. (15), we have

\[ \gamma_0(R) = g(R) \gamma_0(R) + h(R) \gamma_1(R) \gamma_0(R), \]

(16)

\[ \gamma_1(R) = h(R) \gamma_0(R) + g(R) \gamma_1(R), \]

(17)

\[ \gamma_1(R) = h(R) \gamma_1(R). \]

(18)

Since \( \gamma_j \ (j = 0, 1) \) are assumed to be polynomials, we conclude from Eq.(18) that \( h(R) = 0 \) and \( \gamma_1(R) = \text{constant} \). For simplicity, we take \( \gamma_1(R) = 1 \).

From Eqs.(16) and (17), balancing of degrees of \( \gamma_0(R) \) and \( g(R) \) results in \( \text{degree } [ \gamma_0(R) ] = 2, \text{degree } [ g(R) ] = 1 \). Let us assume that

\[ \gamma_0(R) = A_0 + A_1 R + A_2 R^2 \]

(19)

where \( A_0, A_1 \) and \( A_2 \) are constants to be determined latter such that \( A_2 \neq 0 \).

Using Eqs. (17) and (19) together with the values of \( \gamma_1(R) \) and \( h(R) \), we obtain

\[ g(R) = A_1 + 2 A_2 R. \]

(20)

Substituting Eqs. (19) and (20) into Eq. (17), we write

\[ (A_0 + 2 A_2 R) (A_0 + A_1 R + A_2 R^2) - \left( k_1 k_2 + \frac{m}{a} \right) R + \left( \frac{2b_1}{a} \right) R^3. \]

(21)

Equating coefficients of \( R^j \ (j = 0, 1, 2) \) from both sides of Eq. (21), we obtain the following system of algebraic equations

\[ A_0 A_2 = 0. \]
Symbolic computation of the above system of equations using the computational software, Mathematica 9.0, yields the results

\[ A_0 = \pm \frac{a k_1 k_2 + \omega}{2} \]

\[ A_1 = 0, \quad A_2 = \pm \frac{b k_3}{a} \]

Substituting these values of \(A_0, A_1\), and \(A_2\) into Eqs. (19) and (20), we obtain

\[ \gamma_0(R) = \pm \frac{a k_3 k_2 + \omega}{2 \sqrt{a k_1}} \pm \frac{b k_3}{a} R^2 \]  

(22)

and

\[ \sigma(R) = \pm \frac{b k_3}{a} R. \]  

(23)

Substituting the values of \(\gamma_0(R)\) and \(\gamma_1(R)\) into Eq. (13) and recalling that \(S(\xi) = R''(\xi) = \frac{dR}{d\xi}^2\), we write

\[ R''(\xi) = \pm \frac{a k_2 k_3 + \omega}{2 b k_2} \pm \frac{b k_3}{a} R^2 = 0. \]  

(24)

Eq. (24) has the solutions

\[ R(\xi) = \pm \frac{a k_2 k_3 + \omega}{2 b k_2} \tan \left( \frac{a k_2 k_3 + \omega}{2 \omega} \xi \right) \]  

(25)

if \(a (ak_2 k_3 + \omega) > 0\)

and

\[ R(\xi) = \pm \frac{a k_2 k_3 + \omega}{2 b k_2} \tanh \left( \frac{a k_2 k_3 + \omega}{2 \omega} \xi \right) \]  

(26)

if \(a (ak_2 k_3 + \omega) < 0\).

Substituting \(R(\xi) = U(\xi)\) into Eq. (7), we obtain the solution of Eq. (1) in the forms

\[ q(x, y, t) = \pm \frac{a k_2 k_3 + \omega}{2 b k_2} \tanh \left( \frac{a k_2 k_3 + \omega}{2 \omega} (x + y - ct) \right) e^{-i\gamma} \]  

(27)

if \(a (ak_2 k_3 + \omega) > 0\)

and

\[ q(x, y, t) = \pm \frac{a k_2 k_3 + \omega}{2 b k_2} \tanh \left( \frac{a k_2 k_3 + \omega}{2 \omega} (x + y - ct) \right) e^{-i\gamma} \]  

(28)

if \(a (ak_2 k_3 + \omega) < 0\).

In both the above solutions, \(k_1 x + k_2 y - \omega t + \epsilon\), where \(k_1, k_2\) are frequencies in the \(x\) and \(y\) directions, \(\omega\) is the wave number of the propagating wave and \(\epsilon\) is a phase constant. Here, Eq. (27) gives periodic trigonometric solution whereas Eq (28) gives the dark soliton solution.

The solutions shown as Eqs. (27) and (28) are those obtained by Yildirim [4].

One can try for solutions with \(m = 2, 3\) and 4 which will become complicated. Attempts for solutions with \(m \geq 5\) must be dropped out as algebraic equations with degrees greater than or equal to 5 are generally not solvable.
5. Conclusion

In this paper of mine, the first integral method is successfully applied in finding exact solutions of Kundu-Mukherjee-Naskar equation that finds applications to the engineering of optical soliton propagation through optical fibers. It is inferred that the performance of this method is found to be effective and reliable. The method can be applied for finding exact solutions of many nonlinear evolution equations which frequently arise in the studies of social dynamics, science and engineering. One advantage of the method is that it is applicable to both integrable as well as non-integrable systems.
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