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Abstract

In this paper we present approximate analytical solution of a time-fractional Zakharov-Kuznetsov equation via the fractional iteration method. The fractional derivatives are described in the Caputo sense. The approximate results show that the fractional iteration method is a very efficient technique to handle fractional partial differential equations.
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1 Introduction

Nonlinear partial differential equations of fractional order play an important role in various fields of sciences and technology, because they describe many nonlinear phenomena. Unfortunately, most of fractional differential equations (FDEs) do not have exact analytical solutions, therefore considerable heed has been focused on the approximate and numerical solutions of these equations. In recent years, many methods have been developed for constructing approximate analytical solutions such as, the Adomian decomposition method (ADM)[1], the homotopy analysis method (HAM)[1], the homotopy perturbation method (HPM)[9], the variational iteration method (VIM) [2], the generalized Taylor polynomials [16], etc. Recently, Ghorbani [3] published a very interesting work whereby the approximate analytical solution of some fractional differential equations was given using a new method called Fractional Iteration Method (FIM). It was shown that this new method is very efficient and more simple to use than both of the Adomian decomposition method and the variational iteration method; since the first method has limitation due to complicated algorithms of calculating Adomian polynomials for nonlinear fractional problems and the second one requires the identification of the Lagrange multiplier which make its applicability sometimes more difficult. More recently, Shateri and Ganji [4] employed (FIM) to solve a system of nonlinear fractional Hirota-Satsuma equations, they demonstrated the accuracy of (FIM) in few iterations. Motivated by the works [3] and [4], we aim to obtain approximate solutions of the following time-fractional Zakharov-Kuznetsov equation

\[ D_\alpha^\gamma u + a(u^p)_x + b(u^q)_{xxx} + c(u^r)_{xyy} = 0. \]  

where \( u := u(x, y, t) \), \( \alpha \) is a parameter describing the order of the fractional derivative (0 \(<\) \( \alpha \) \( \leq\) 1), \( a \), \( b \) and \( c \) are arbitrary constants and \( p \), \( q \) and \( r \) are integers such that \( p, q, r \neq 0 \).

Equation (1) describes the nonlinear development of ion-acoustic waves in a magnetized plasma under the restrictions of small wave amplitude, weak dispersion, and strong magnetic fields [5][6].

Recently Batiha [7] used VIM for seeking numerical and analytical solutions for equation (1) when \( \alpha = 1 \), with fully nonlinear dispersion. More recently, Molliq et al [8] applied (VIM) successfully to solve the equation (1) for (0 \(<\) \( \alpha \) \( \leq\) 1). In [9], the (HPM) has been applied for obtaining analytical solutions to (1).

The paper is organized as follows: In section 2 we provide the reader with the essential notions and notations concerning fractional calculus which will be used throughout the paper. Section 3 outlines the basic concept of the (FIM). In section 4, we will study a special case of (1), namely \( ZK(2, 2, 2) \) with a specific initial condition in order...
to stress how the (FIM) is efficient and accurate to obtain approximate solutions. Finally we give some concluding remarks in the last section.

2 Essentials of fractional calculus

The commonly used definitions for the general fractional calculus are Riemann-Liouville and Caputo [10].

Definition 2.1 A real function \( f(x) \), \( x > 0 \), is said to be in the space \( C_\mu \), \( \mu \in \mathbb{R} \) if there exits a real number \( \lambda > \mu \) such that \( f(x) = x^\lambda g(x) \), where \( g(x) \in C[0, \infty) \) and it is said to be in the space \( C_\mu^m \) if and only if \( f^{(m)} \in C_\mu \) for \( m \in \mathbb{N} \).

Definition 2.2 The Riemann-Liouville fractional integral operator of order \( \alpha \) of a real function \( f(x) \in C_\mu \), \( \mu \geq -1 \), is defined as

\[
J^\alpha f(x) = \frac{1}{\Gamma(\alpha)} \int_0^x (x-t)^{\alpha-1} f(t)dt, \quad \alpha > 0, x > 0 \quad \text{and} \quad J^0 f(x) = f(x). \tag{2}
\]

The the operators \( J^\alpha \) has some proprieties, for \( \alpha, \beta \geq 0, \gamma, \mu \geq -1 \):

- \( J^\alpha J^\beta f(x) = J^{\alpha+\beta} f(x) \),
- \( J^\alpha J^\beta f(x) = J^\beta J^\alpha f(x) \),
- \( J^\alpha x^\lambda = \frac{\Gamma(\lambda+1)}{\Gamma(\alpha+\lambda+1)} x^{\alpha+\lambda} \).

Next we define the Caputo fractional derivatives \( D^\alpha \) of a function \( f(x) \) of any real number \( \alpha \) such that \( m-1 \leq \alpha \leq m \), \( m \in \mathbb{N} \), for \( x > 0 \) and \( f \in C_{m-1}^m \) in the terms of \( J^\alpha \) as

\[
D^\alpha f(x) = J^{m-\alpha} D^m f(x) = \frac{1}{\Gamma(m-\alpha)} \int_0^x (x-t)^{m-\alpha-1} f^{(m)}(t)dt \tag{3}
\]

and has the following proprieties for \( m-1 < \alpha \leq m \), \( m \in \mathbb{N} \), \( \mu \geq -1 \) and \( f \in C^m_\mu \):

- \( D^\alpha J^\alpha f(x) = f(x) \),
- \( J^\alpha D^\alpha = f(x) - \sum_{k=0}^{m-1} f^{(k)}(0+) \frac{s^k}{k!} \), for \( x > 0 \).

We stress here that the fractional derivatives introduced by Caputo [11] allows traditional initial and boundary conditions to be included in the formulation of the considered problem. In this paper, the time-fractional derivative is taken as the following

\[
D^\alpha_t u(x,y,t) = \begin{cases} 
\frac{1}{\Gamma(m-\alpha)} \int_0^t (t-s)^{m-\alpha-1} \frac{\partial^m u(x,y,s)}{\partial s^m} ds, & \text{for } m-1 < \alpha \leq m \\
\frac{\partial^m u(x,y,t)}{\partial t^m} & \text{for } \alpha = m \in \mathbb{N} \tag{4}
\end{cases}
\]

3 Description of FIM

The fractional iteration method changes the differential equation to a recurrence sequence of functions. The limit of that sequence is considered as the solution of the partial differential equation. Now consider the partial differential equation in the following form (more general form can be considered without loss of generality):

\[
D^\alpha_t u(x,y,t) + F(u, u_x, u_{xx}, u_{xy}, u_{xxy}) = 0, \tag{5}
\]

subjected to the initial condition

\[
u(x,y,0) = f(x,y). \tag{6}
\]

Where \( F \) is a given nonlinear function and \( f \) is the initial condition.
The main task is to find a solution \( u := u(x, y, t) \) to problem (5),(6) under the form
\[
u(x, y, t) = \lim_{n \to \infty} u_n(x, y, t)
\]
(7)

Let \( H(t) \neq 0 \) denotes the so-called auxiliary function. Multiplying (5) by \( H(t) \) and applying the Riemann-Liouville integral operator \( J^\alpha \) on both sides we get
\[
J^\alpha(H(t)[D^\alpha_t u - F]) = 0.
\]
(8)

Let \( h \) denotes the auxiliary parameter. Multiplying (8) by \( h \) and adding \( u \) on both sides we get
\[
u(x, y, t) = u(x, y, t) + hJ^\alpha(H(t)[D^\alpha_t u_n(t) - F(u_n, u_{nx}, u_{nxx}, u_{nxy}, u_{nxyy})])
\]
(9)

Consequently, equation (8) can be solved iteratively as follows
\[
u_{n+1}(x, y, t) = u_n(x, y, t) + hJ^\alpha(H(t)[D^\alpha_t u_n(t) - F(u_n, u_{nx}, u_{nxx}, u_{nxy}, u_{nxyy})])
\]
(10)

where the subscript \( n \) denotes the iteration order. The convergence of (10) is guaranteed by Banach’s fixed point theorem [12], provided that the right hand of (10) is a contractive mapping [3]. On the other hand the convergence region and the rate of the convergence of the obtained series solutions can be controlled by the convergence parameter \( h \) as it is described in the framework of the homotopy analysis method (HAM) [13]. Actually, by plotting the solution (or one of its derivatives) at a particular point with respect to the auxiliary parameter \( h \) which is the so-called \( h \)-curve, one can get a proper value of \( h \) that ensures the convergence of the obtained solution series [4]. For more details about the mathematical properties of the \( h \)-curve we refer the readers to a recent paper by Abbasbandy et al.[15].

4 Application

Consider the time-fractional FZK(2,2,2) [8] in the form
\[
D^\alpha_t u + (u^2)_x + \frac{1}{8}(u^2)_{xxx} + \frac{1}{8}(u^2)_{xyy} = 0.
\]
(11)

The exact solution to Eq.(11) for the non-fractional case and subject to the initial condition
\[
u(x, y, 0) = \frac{4}{3} \rho \sinh^2(x + y),
\]
(12)

where \( \rho \) is an arbitrary constant was given in [14] as
\[
u(x, y, t) = \frac{4}{3} \rho \sinh^2(x + y - \rho t).
\]
(13)

Applying FIM to (11) as the following :

1. First, we choose \( H(x, y, t) = 1 \).

2. Then, we construct the iterative scheme for (11) as follows :
\[
u_{n+1}(x, y, t) = u_n(x, y, t) + hJ^\alpha[H(t)[D^\alpha_t u_n(t) - F(u_n, u_{nx}, u_{nxx}, u_{nxy}, u_{nxyy})]]
\]
(14)

3. Starting with the initial approximation (12) we get
\[
u_0(x, y, t) = u(x, y, 0) = \frac{4}{3} \rho \sinh^2(x + y),
\]
\[
u_1(x, y, t) = \frac{4}{3} \rho \sinh^2(x + y) + \frac{32 h \sinh(x + y) \cosh(x + y)(10 \cosh^2(x + y) - 7)\rho^2 t^\alpha}{9 \Gamma(1 + \alpha)},
\]
\[
u_2(x, y, t) = \nu_1(x, y, t) + hJ^\alpha[H(t)[D^\alpha_t u_1(t) - F(u_1, u_{nx}, u_{nxx}, u_{nxy}, u_{nxyy})]]
\]
(15)
and so on. In general, by means of the h-curve parameter, it is straightforward to choose a proper value of $h$ which ensures that the solution series is convergent. This proper value of $h$ corresponds to the curve segment nearly parallel to the horizontal axis. For this study we take $h = -0.4$ (see Figure.1).

Figure 1: $h-$curves of $u(x, y, t)$ for $\alpha = 1$, $\rho = 0.001$ at a point $(0.5, 0.5, 2)$.

The convergence of the proposed (FIM) for Eq.(11) was controlled, via the $h-$curve presented in Figure.1, which is obtained based on the second-order (FIM) approximate solutions. For the non-fractional case both exact results and approximate solutions obtained for the first two approximations are plotted in Figure.2 (a) (resp. Figure.2-(b)), they look almost identical. Furthermore, numerical values of the solution in the case $\alpha = 1$ are tabulated and compared, in table.1, with the exact solutions and those obtained by Molliq et al. [8] using (VIM), it is to be noted that (FIM) provides accurate solutions only in 2-iterations compared to those found by (VIM) in 3-iterations, which demonstrates the efficiency of (FIM).

Figure 2: Profiles of $u(x, y, t)$ when $\alpha = 1$, $\rho = 0.001$ and $y = 0.9$: (a) Exact solution of (11) and (b) Approximate solution of (11) using the 2-iteration of (FIM) with $h = -0.5$. 
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Table 1: Comparison of the FIM solutions of (11) with the exact and the VIM solutions for \( \alpha = 1 \) and \( \rho = 0.001 \)

<table>
<thead>
<tr>
<th>( x )</th>
<th>( y )</th>
<th>( t )</th>
<th>FIM sol.(2-iterations)</th>
<th>VIM sol.(3-iterations [8])</th>
<th>Exact sol.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>5.390593222.10^{-5}</td>
<td>5.355355975.10^{-5}</td>
<td>5.39387159.10^{-5}</td>
</tr>
<tr>
<td>0.3</td>
<td>0.31610466.10^{-5}</td>
<td>5.330816448.10^{-5}</td>
<td>5.388407669.10^{-5}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.5371382992.10^{-5}</td>
<td>5.306406852.10^{-5}</td>
<td>5.382941057.10^{-5}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>0.612.10^{-3}</td>
<td>2.98813669.10^{-3}</td>
<td>3.036507411.10^{-3}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.2987140698.10^{-3}</td>
<td>2.967173317.10^{-3}</td>
<td>3.035778955.10^{-3}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.2970391431.10^{-3}</td>
<td>2.945223666.10^{-3}</td>
<td>3.035050641.10^{-3}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.91.113620846.10^{-2}</td>
<td>1.102484681.10^{-2}</td>
<td>1.153697757.10^{-2}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>1.094772007.10^{-2}</td>
<td>1.079635470.10^{-2}</td>
<td>1.153454074.10^{-2}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>1.076839361.10^{-2}</td>
<td>1.057416210.10^{-2}</td>
<td>1.153210438.10^{-2}</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3: Profiles of \( u(x, y, t) \) solution of (11) using the 2-iteration of (FIM) with \( \rho = 0.001 \), \( h = -0.5 \) and \( y = 0.9 \): (a) \( \alpha = 0.5 \) and (b) \( \alpha = 0.75 \).

Table 2: Numerical solutions for (11) using 2-iterations and \( h = -0.5 \), when \( \alpha = 0.5 \), \( \alpha = 0.75 \) and \( \rho = 0.001 \)

<table>
<thead>
<tr>
<th>( x )</th>
<th>( y )</th>
<th>( t )</th>
<th>( \alpha = 0.5 )</th>
<th>( \alpha = 0.75 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>5.350303782.10^{-5}</td>
<td>5.377345226.10^{-5}</td>
</tr>
<tr>
<td>0.3</td>
<td>0.31197719.10^{-5}</td>
<td>5.363544622.10^{-5}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.3133688.10^{-5}</td>
<td>5.349006821.10^{-5}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>0.612.10^{-3}</td>
<td>2.983018422.10^{-3}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.2953670347.10^{-3}</td>
<td>2.963801805.10^{-3}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.2919818329.10^{-5}</td>
<td>2.946290643.10^{-3}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.91.06595617.10^{-2}</td>
<td>1.091496633.10^{-2}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>1.050564728.10^{-2}</td>
<td>1.072196895.10^{-2}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>1.039024574.10^{-2}</td>
<td>1.055758009.10^{-2}</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5 Conclusion

In this paper, the fractional iteration method (FIM) has been successfully applied to study a time-fractional Zakharov-Kuznetsov equation. The results show that fractional iteration method is an efficient and easy-to-use technique for finding exact and approximate solutions for nonlinear fractional partial differential equations. On the other hand, the method was used in a direct way without need for the Lagrange multiplier, correction functional, stationary conditions, linearization or discretization.
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