International Journal of Basic and Applied Sciences, 14 (8) (2025) 420-428

International Journal of Basic and Applied Sciences

Website: www.sciencepubco.com/index.php/IJBAS
https://doi.org/10.14419/0v55sy74

SPC Research paper

The Integration of Artificial Intelligence in Project
Management: A Review

Nouf Almojel 2 *, Omer Alrwais !

! King Saud University, Department of Computer Science, P.O. Box 51178, Riyadh, 11543, Saudi Arabia
2 Majmaah University, Department of computer sciences, P.O. Box 66, Majmaah, 11952, Saudi Arabia
*Corresponding author E-mail: noufahmadm@gmail.com

Received: August 26, 2025, Accepted: October 24, 2025, Published: December 19, 2025

Abstract

Project management is the coordination of a number of procedures to achieve the desired goals of a project. It involves planning, monitoring
and execution. The over expansion of IT projects increased their complexity, uncertainty and its variability. Therefore, it has become
difficult for traditional methods to manage these projects effectively. As these methods rely on experience and intuition and cannot deal
with vast amounts of data, repetitive tasks or high variability. As a result, the outcomes maybe prone to errors. Consequently, the failure
rate of IT projects increases. Since technology is an essential element for any organization, they have to find solutions in order to manage
IT projects. Al has proven its effectiveness in many fields. In this research, through a literature review, we will study the most prominent
aspects of integration between Al and project management in terms of challenges and impacts. As well as the contribution of Al in the
knowledge areas of project management. We will focus on exploring how Al improves these specific knowledge areas: risk management,
cost management, and scheduling management. From this research, we conclude that Al proved its ability to enhance many aspects of
project management. Therefore, the research offers important insights for organizations that attempt to adopt Al into project management.

Keywords: Project Management; Knowledge Area; Al; Scheduling Management; Cost Management; Risk Management.

1. Introduction

Project management (PM) involves the processes of planning, executing, and controlling projects to achieve defined objectives. According
to the Project Management Institute (PMI), by 2027, employers will need 87.7 million project management workers. On an annual basis,
employers will need 2.2 million new project jobs each year through 2027 [1]. This reflects the importance and growing need for project
management, especially as projects expand and become more complex. Efficient and accurate project management reflects the effectiveness
and capacity of an organization[2]. Traditional project management methods rely heavily on intuition and experience, which can be sub-
jective and error-prone [3] and are difficult to use to accommodate big data, repetitive processes, unexpected changes, uncertainty and
emerging risks in real time, leading to a number of problems that affect the project workflow [2]. Project managers need to find other ways
to make effective decisions that deal with the uncertainty and complexities of current projects using advanced analytical techniques. One
such approach is artificial intelligence (Al), which is shaping the technological landscape. Al will increase the work of intelligent agents
with minimal human intervention, in order to automate task management processes. Thus, improving the quality of project management
(PM) [4] [5]. Artificial intelligence includes many different methods and algorithms that give accurate results, thus enabling more accurate
management decisions in different knowledge areas of project management. According to the results of the Project Management Institute
(PMI), annual global survey on project management, artificial intelligence (Al) is already having an impact on the industry; 21% of re-
spondents are using Al to some extent, while 82% of senior leaders expect it to impact project management over the next five years [6].
This research aims to conduct a literature review to examine the difficulties encountered and the impacts observed while integrating Al
into project management, and relate them to the knowledge areas described in the PMBOK [7]. We will focus on exploring how Al can be
leveraged to enhance risk management, cost management, and schedule management. The outline of this paper is as follows. Section 2
gives a brief summary of the concept of project management, and what is the knowledge areas that PMBOK described. Section 3 presents
an overview of artificial intelligence (Al), its definitions and algorithms. Section 4 introduce the difficulties and the impacts observed while
integrating Al into project management. In section 5, we will discuss the main impacts that we observed from the literature review. Finally,
drawing an overall conclusion about the paper, and future directions in section 6.

2. Project Management

Project Management is “the application of knowledge, skills, tools, and techniques to project activities to meet project requirements" [7].
A project is created to achieve specific goals that serve the strategic goals of the organization. A project needs resources to achieve its
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goals. These resources are limited. So, a project must be implemented within its limitations, such as people, money and time [8]. Multiple
dimensions must be assessed to properly evaluate the project's success. The common way to evaluate the success of the project is to use
the triangle of goals: scope, cost and time. But there are other aspects such as quality and stakeholder satisfaction. Therefore, these aspects
affect to some extent how the project activities are managed and coordinated [9]. These aspects represent areas of knowledge that enable
the project manager to plan, execute, monitor and schedule. The project management body of knowledge (PMBOK), released by PMI,
contains the ten project management knowledge domains that serve as the foundation for the research model, which are: integration, scope,
schedule, cost, quality, resource, communications, risk, procurement, and stakeholder management [7].

Project integration management is important for coordinating all project activities and ensuring that they are aligned with project objectives.
Project scope management involves defining the work that will achieve the project objectives, and identifying the activities that will achieve
these objectives, ensuring these activities are within the defined scope of work. Project quality management ensures that the project meets
the needs and objectives for which it was implemented. Project resources management ensures that human and material resources are used
most effectively. Project stakeholder management involves analyzing stakeholder expectations, identifying all the people who are affected
by the project and have an interest in its success [7]. Project schedule management involves estimating the timing of project activities while
ensuring that the project is completed on time. Project cost management involves the cost of the resources needed to complete all project
activities, while ensuring that the project is completed within the approved budget. While project risk management increases the chances
of project success by estimating potential negative risks and developing plans to eliminate these risks or reduce their impact. If risks remain
unmanaged, this may result in delays, cost overruns, or loss of reputation[10]. Project activities are implemented based on traditional
methods that rely on intuition and experience which have a high error rate [3]. These methods, with the expansion and complexity of
projects, are no longer sufficient to accommodate huge and unstructured data. They also cannot manage unexpected changes that occur in
real time [2]. Project managers must find other ways to manage complex project activities that are highly variable and uncertain. One of
these methods is artificial intelligence (AI), which has great importance at the forefront of the technological scene. Al automates and
improves project management quality by reducing human intervention in machine and data-driven tasks [4] [5]. In 2020 [11], researchers
studied the opinions of a group of experts in project management on the impact of Al on the knowledge areas of project management over
the next ten years. It showed that artificial intelligence will have the highest impact on project cost management by 58%, a high impact on
project schedule management by 51% and on risk management by 47%.

Given the potential of Al to improve project management, we aim to answer the following research questions:

Can Al be applied to project management?

What aspects (domains) of project management can benefit the most out of AI?

What are the difficulties of integrating Al into PM?

What is the impact of Al on PM?

3. Artificial Intelligence (AI)

3.1. What is AI?

There are different definitions of Al. IBM defines it as a "technology that enables computers and machines to simulate human learning,
comprehension, problem solving, decision making, creativity and autonomy"[12]. In [13], Al is "a broad field of computer science dedi-
cated to creating systems capable of performing tasks that typically require human intelligence". Others have defined it as "the ability of a
machine to mimic intelligent human behavior, thus seeking to use human-inspired algorithms for approximating conventionally defiant
problems" [4]. Al is the system that simulate human intelligence by machines, planned to replicate human cognitive functions and behav-
iors. It involves capabilities such as problem-solving, learning, and decision-making [14]. From a business perspective, it is “the replication
of human analytical and/or decision-making capabilities" [15].

3.2. Artificial intelligence algorithms

There are two main areas of artificial intelligence: machine learning and deep learning. Machine learning (ML) is a computational technique
for discerning patterns and features in training data to inform future predictions or classifications. Machine learning is a process that learns
from experience over time [16]. It analyzes data to reveal patterns and is thus effective in areas such as resource allocation and scheduling
[3]. Deep learning models are utilized to extract intricate and latent connections from unstructured datasets, including project risk reports
and narrative documents [4] Deep learning can extract useful information from a complex and large dataset and enable project managers
to make decisions based on facts rather than intuition or experience.

ML algorithms can be classified into unsupervised learning, supervised learning, and reinforcement learning. Supervised learning involves
training the model on a labeled dataset, where the results are known. The model learns to predict outcomes from the input data by mini-
mizing the error between its predictions and the actual results. Supervised learning problems can be divided into either classification or
regression problems [13]. For unsupervised learning, the model is trained without supervision on an unlabeled dataset, and the model
attempts to identify patterns and structures within the data. Unsupervised learning problems can be divided into aggregation and association
problems [4]. Reinforcement learning relies on a dynamic learning approach where the reinforcement agent tries to maximize the outcomes
(rewards) by making decisions based on feedback from the environment [16].

There are several machine learning and deep learning algorithms, each with distinct characteristics and mechanisms. Table 1 reviews a few
of these algorithms. The selection of Al algorithms depends directly on the nature of the issue in different knowledge areas of project
management. Some algorithms are used to predict continuous values, such as estimating cost or project duration. XGBoost has demon-
strated remarkable success in project cost estimation [17]. In contrast, the K-means algorithm partitions the risk register into homogeneous
clusters, enabling the binary distribution model to perform more accurately and overcome the inherent limitations of the EMV method,
resulting in a more reliable estimate of the contingency budget [18]. While algorithms, such as artificial neural networks (ANNs), can be
adapted to perform various tasks, including predicting project cost or duration, they can also be used to analyze potential risks in the early
stages of a project [19 - 21]. Several studies have employed Al algorithms combined with various methods such as genetic algorithms and
fuzzy knowledge maps. Genetic algorithms (GA) offer adaptive methods that are capable of finding solutions to solve optimization and
search problems that depend on the genetic process of living things. The strength of GAs is that they present a robust technique and can
successfully handle a wide variety of problems in different domains. However, it does not guarantee finding the optimal solution for a
specific problem, although empirical evidence suggests that they can offer acceptable solutions in a timely manner [20]. Fuzzy Cognitive
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Maps (FCM) is a modeling and reasoning technique that models the dynamic interactions in complex systems (for example how different
concepts or factors influence each other in these systems). It uses the theory of fuzzy sets to represent causal relationships between concepts.
It excels in handling complex problems that involve inaccurate and ambiguous information. It uses "what-if" analysis to simulate the effects

of changes. However, building fuzzy rules requires detailed and comprehensive knowledge of the problem domain.

Table 1: Algorithm Functions, and Characteristics

ﬁlegt?lrol:ihm/ E‘I:Zilmgcgatlon @2 Primary Function Characteristics
e The primary function of an Artificial Neural Network
Artificial Neural . . e i
Network (ANN)  Deep Leaming (ANN) is to learn from data through interconnected Ability to work with incomplete knowledge.
[22] layers by iteratively adjusting the weights to minimize  Fault tolerance.
error using a process called backpropagation.
XGBoost accurately predicts a target variable by com- ngh. eI effectlv.e Eendis ov?rﬁt-
. .. . . ting issues. Offers superior performance in fore-
ML Supervised bining the predictions from an ensemble of simpler . o .
XGBoost [17] . R . casting, a fast ability to process noisy data, a
Learning and weaker models. It is utilized for both classifica- . .
tion and regression tasks low computational cost, and a faster learning
’ process.

.. . LLI: Ma}nly Lz T blnar)f Sl e, Uked Simple and eftective algorithm. Performance is
Logistic Regres- ML Supervised to predict one of two possible values (e.g., true/false 1ot very 20od on nonlinear data or datasets with
sion (LR) [16] Learning or 0/1) of an outcome called the dependent variable, hichl rzogrr clated attributes

based on the independent variables' values in the data. gy ’
SVM finds the hyperplane in a hich-dimensional SVM can handle both linear and nonlinear clas-
Support Vector ML Supervised yperp g . sification tasks.
. . space to separate data classes with the maximum mar- . . . .
Machine (SVM)  Learing . D . Widely used in machine learning. It takes a long
gin or fit data within a margin of tolerance [23]. .
time to process large data sets [22].
K-means is a simple approach that groups data into k Wzl la'rgel'y Cus ik smlphclty. US?d =
. L . processing in other algorithms, especially for
ML Unsupervised clusters by assigning data points to the nearest cen- : e L .
K-means . . L . identifying an initial configuration. Not able to
Learning troid and repeatedly adjusting centroids to reduce var- . .
T guarantee optimal convergence. Very time-con-
' suming [22].
Decision trees are often used in classification
A decision tree uses a tree-based decision model, with  tasks. It is excellent for interpreting results eas-
ML Supervised the root at the top, then split into conditions through ily and clearly. Provides better prediction results
Decision Tree LearnirIl) the use of different branches (edges). When a branch than traditional methods such as EVM, espe-
& is no longer assigned, the decision has been reached cially when the training and test sets are similar.
[16]. Also, it is effective with nonlinear data, which
is difficult to handle.
Random Forest ML Supervised Combines the results of several decision trees to in- More superior than decision trees. Better at han-
up crease their accuracy. dling large datasets and missing data. Less
[16] Learnin ¥ g larg g
& Used for regression and classification tasks. prone to overfitting.
It is faster than traditional neural networks. The
Extreme Learn- ELM is a single-hidden-layer feedforward neural net-  random initialization process leads to better
ine Machincs ML Supervised work. Its hidden layer parameters are initialized ran- generalization but may cause variability in per-
& Learning domly, and the output weights are computed analyti- formance. It is interpretable due to the analyti-

(ELM) [25]

cally.

cal computation. However, it needs to be well
controlled, or it may cause overfitting.

4. Integrating Al in Project Management

Artificial Intelligence (Al) is among the advanced technologies capable of profoundly impacting the project management sector. According
to Gartner, Al is expected to handle 80% of routine project management work by 2030, reducing the current workload [26]. Also, in [27]
researchers emphasize that AI must be used to automate processes and enhance administrative functions. Al is a replication of analytical
processes from a business perspective [15]. By helping project managers gain a comprehensive understanding of all project aspects, Al can
serve as a valuable tool for reducing uncertainty. This is achieved through the ability of the Al to overcome the restrictions of the traditional
methodologies that cannot deal with the overcomplexities for projects and the large amounts of data [13]. Artificial Intelligence (Al) tools
in project management come in the form of algorithms and machine learning programs that enable everyday project management and
administration without the need for human interaction. These algorithms and techniques offer a number of uses including analyzing large
datasets to extract information and patterns, which may take a long time to extract by humans or may be overlooked. Also, real-time data
analysis for specific aspects of the project is possible with action recommendation. Moreover, predicting future outcomes based on current
data and trends is possible which enables anticipating risks and help in making immediate interventions to ensure the project's workflow
[28]. Virtual assistants, data analytics and optimization are some of Al's abilities in PM. Therefore, they allow managers to prepare the
budget, create preliminary schedules and automatically allocate material resources efficiently. The integration of Al represents a major
shift for project management [29] [26].

4.1. Constraints of using Al in project management

Multiple factors must be taken into account for the application of artificial intelligence technology in the field of project management. Each
project is unique and differs from other projects. Therefore, when creating an application for artificial intelligence, the characteristics of
the project must be taken into account, such as the scope, and the goal of the project, and its participants. Dealing with artificial intelligence
applications must be easy to use and not complicated. Understanding the mechanism of the artificial intelligence system by the project
manager is essential in order to be able to evaluate the results. Adaptation and compatibility with the scope and degree of standardization
of project activities is also critical. Another constraint is the ability to integrate Al with the existing PM software (Microsoft Project, Trello,
Jira or others). More importantly, Al systems must be compatible with the software development methodology (such as Waterfall or Scrum)

[8].
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4.2. Challenges of applying Al in project management

The application of artificial intelligence in project management offers many advantages but still faces many challenges. After reviewing
the related literature, the most important challenges and problems that hinder the effective use of artificial intelligence technologies in
project management were the following:

1)
2)

3)

4)

5)

6)

7)

8)

Data: One of the major challenges during the development of an intelligent system is obtaining the required data, data quality, integrity,
and completeness. To ensure data quality, data governance practices must be applied.

Bias in training data which leads to wrong decisions. Therefore, Al suggestions must be evaluated during its development to ensure
objectivity and accuracy [3].

Transparency and accountability: Decisions provided by or based on Al systems must be accurate; otherwise, they may lead to negative
results. To address this, the transparency necessary for users to trust these systems must be provided, which requires a full understanding
of the mechanism by which the intelligent system processes data and how to build a decision based on that data. Thus, the ability to
evaluate the validity and accuracy of the extracted results is reflected in the decision-making process. However, what hinders transpar-
ency is that some advanced Al models, such as ANNs, often appear as "black boxes," making it difficult to explain how they arrived
at their final results [19]. This necessitates accountability in the event that incorrect decisions are made based on these inexplicable
results. Accountability can be achieved by providing responsibility and setting clear lines of accountability that are consistent with
ethical principles and project objectives. This involves identifying the responsibility for the system's output, whether it lies with the
project manager, the Al developer, or the decision-maker [3].

Choosing the appropriate technology or algorithm based on the field of project management must be addressed. Each type of algorithm
has specific uses. The type of data appropriate for the system must also be determined, and the sources from which the data is collected
must be taken into account [30].

Artificial intelligence can provide valuable insights, but some decisions do not depend on data alone. There are several aspects that
artificial intelligence lacks, such as critical thinking, emotional intelligence, and creativity[3].

Project managers must play a supervisory role on the intelligent system and its data which is one of the main pillars on which the
decisions are built. In addition, they should possess technical skills and knowledge of Al technologies that enable them to evaluate the
results produced by the intelligent system[11]. Project managers can use the power of Al to increase the chances of project success.
Managers can thus dedicate their precious time to duties that are exclusive to humans. In fact, all levels of management will need to
adapt to working with Al as part of their job. Al will likely prove to be more effective than humans at doing tasks. This does not mean
that machines will completely take over all tasks [10].

Another problem is how to integrate Al systems with the project management program. Successful integration of Al systems into
project management systems requires careful consideration of the challenges: preparing the technological infrastructure, providing data
and ensuring its quality, and developing the skills of workers in the Al field. In addition, comprehensive frameworks for Al-based
models must be developed due to the significant lack of research on standardization. Finally, knowledge of Al ethics must be also
considered [30].

The reviewed studies have confirmed these challenges. The study in [19] faced an issue related to the use of a real risk register data,
which because of confidentiality, resulted in a smaller dataset. The small dataset size affected the model’s generalizability. In addition,
the researchers adjusted the structure of the ANN algorithm to avoid the risk of overfitting. In another study [21], the researchers faced
a shortage of available data for early project cost estimation. To overcome this, they built a local dataset of software projects. However,
the limited size and local nature of the dataset increased the risk of bias and limited the model’s generalizability, also raising the
possibility of overfitting. Another study in [17] confirmed the problem of data scarcity in this field. Although a real, local dataset of
projects from multiple sectors was used, the bias in the nature of the local data and its small size limited the model's generalizability.
Additionally, the dataset suffered from quality issues, as there was significant variation in budget sizes, which was addressed through
a normalization technique.

4.3. Al applications in IT project management

This section reviews selected studies to examine how artificial intelligence improves cost, schedule, and risk management in project man-
agement. Table 2 summarizes these studies by organizing them according to the knowledge area, Al techniques, and the issues they address.
Figure 1 illustrates the distribution of algorithms across different PM areas. It is clear from the figure that the ANN algorithm is used across
all areas, confirming its significant performance and versatility. Furthermore, most of these algorithms are not used in isolation but are
utilized through hybrid techniques to improve their performance.

XGBoost, k-means with EMV, ANN, ELM with

B Cost PM area Analogous Estimation technique

— Schedule PM area ANN, ANN with Genet'lc algorithm , ANN with
Taguchi method

k-means with EMV , Fuzzy Cognitive Map with
Reinforcement Learning, ANN

Project Management Knowledge
Areas
|
|

Risk PM area

Fig. 1: Distribution of Al Algorithms across Project Management Areas.
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Table 2: Al Applications Across Projec Management Areas
ﬁzﬁ:{i WV 0= knowledge area Al Algorithm  Issues Suggested solution
A mechanism for predicting project costs
L . based on machine learning techniques was
The process of estimating project costs .
. . proposed. The XGBoost model is used to
is one of the aspects that enable project . .
. predict costs at different stages of the pro-
managers to monitor and control pro- : . .
. . . . ject. The model provided accurate esti-
A machine learning jects to ensure the project progress. . .. .
. mates of project duration in the initial
study to improve the Earned Value Management (EVM) tech- . . .
N . . L . . stages of project, which helped to estimate
reliability of project Cost XGBoost nique is widely used to estimate project
. . . : costs more accurately. The results showed
cost estimates [17] costs in project management, but this
R that the XGBoost model outperformed the
2024 method has limitations, such as suppos- . .
. o . EVM model and other machine learning
ing linearity in cost spending and pro- . .
. . b - models in terms of accuracy, timing, and
ducing unreliable estimates in the early AP .
T reliability in most of the projects tested.
s ’ The model has been trained and tested on
real project data.
One of the ways to address identified
risks in the event of their occurrence is
to determine the contingency budget A model has been presented to calculates
(CB) within the project budget. There the CB with high accuracy.
are several ways to estimate the contin- The model builds based on machine learn-
gency budget, including: taking a certain  ing technique to estimate CB. It used k-
Kkemeans clus- percentage of the project budget or means clustering technique with EMV ap-
Estimation of Risk terine model adopting a fixed value. These ways are proach and binomial Distribution. When
contingency budget in . jerng deterministic and do not take into ac- EMV is combined with the machine learn-
. . . Risk, Cost integrates . . . .
project using machine with EMV count uncertainty. Also, they are deter- ing algorithm, the process of estimating
Language [18] 2022 approach mined at the project level and are often the CB is improved through clustering of
PP defined based on similar projects. Since risks’ probabilities and impacts.
each project is unique, these traditional The estimates of the proposed model were
methods do not take into account the compared with the results obtained from
characteristics of the project. In addi- Monte Carlo simulation and showed better
tion, they do not provide a detailed accuracy.
quantitative analysis of the risks inher-
ent in the project.
Paper N YT ptl - KOO Al Algorithm Issues Suggested solution
lished area
The paper introduced a method to define
the project risks and propose solutions to
mitigate them. The method is a combina-
Risks Analyzing and Software projects include a lot of com- tion of fuzzy cognitive maps (FCM) and
Management in Soft- . plexity and uncertainty. Therefore, there  reinforcement learning (Q-Learning).
. Fuzzy Cogni- 3 ; : 5
ware Project Manage- . must be ways to manage project risks on ~ FCM models the complex relationships
: . tive Map & [ . .
ment Using Fuzzy Risk . order to reduce the possibilities of pro- between different risk factors (weak
.. . Reinforcement . R L .. . .
Cognitive Maps with Learnin ject failure. Using traditional methods scheduling - unqualified developers) and
Reinforcement Learn- & for risk analysis is difficult to apply in their impacts on project outcomes (delay -
ing [31] 2021 this type of projects. high cost).
Q-Learning enhances the FCM by learning
optimal risk mitigation from data and im-
prove its results over time.
Ezﬁ:{; BTV~ knowledge area Al Algorithm  Issues Suggested solution
A dynamic machine learning model was
designed to improve the accuracy of pro-
Each project is unique and has charac- ject duration prediction using an artificial
teristics that distinguish it from other neural network (ANN) .The model was
projects. Many projects of various types trained multiple times using different ar-
face the problem of exceeding the chitectures and uses a genetic algorithm to
schedule. Due to inaccuracy of estimat- select the most accurate architecture. Al
ing the project duration. Many practical techniques were chosen for their many ad-
tools have been designed to estimate the ~ vantages, most notably their ability to per-
duration of a project, including the Gantt ~ form complex calculations, analyze large
Using an Artificial Artificial chart, the Critical Path Method (CPM), amounts of data, and recognize patterns ef-
Neural Network for Neural Net- and the Program Evaluation and Review  fectively .
Improving the Predic- Schedule work (ANN) Technique (PERT). Studies have shown that relying on infor-
tion of Project Dura- with genetic These techniques provide Inaccurate es-  mation from previous projects improves
tion [20] 2022 algorithm timates of the project duration due to the =~ new project duration prediction. The tool

lack of certainty in the planning process
on which these tools base their esti-
mates. Design a single tool that esti-
mates project duration is a major chal-
lenge. Where each organization has dif-
ferent methodology, techniques, exper-
tise, and resources, as well as different
types of projects.

was designed to provide a dynamic
method for project duration prediction that
can be used by many types of organiza-
tions despite their many differences. It has
proven its effectiveness in improving pro-
ject duration prediction compared to tradi-
tional forecasting methods, and has been
validated with real projects. The tool in-
cludes auto-adjustment to different fea-
tures and formats that organizations have.
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Estimating the total cost of a project in
its early stages depends on a number of
factors, many of which may be difficult

The paper presents a neural network
model that predicts the cost of a project

Neural Network Intelli- Artificial to estimate at that stage. The lack of ex- based on a number of parameters such as
gence Model for Soft- Cost Neural Net- perience of the project manager and lack  the project scope and work plans. These
ware Projects Cost Pre- works of knowledge affect the project cost esti-  parameters are determined from previous
diction [21] 2023 (ANNSs) mate. Traditional methods provide inac-  projects data that have the same character-
curate estimates, as cost estimate before istics as the current project. The data is
the detailed plans for projects are devel-  collected based on specific criteria
oped.
time using old methods that do not take
into account the project complexity fac-
tors.
Therefore, the paper focused on the need
to estimate the factors and conditions predictions of the new projects schedule.
that lead to losses when the project com-  The results showed that the proposed
pletion time is exceeded, such as hours- model reduces the failure rates associated
man in intensity labor. Adequate estima-  with this type of project.
tion of the project completion time
would organize the project management
process and improve resource manage-
ment, thus leading the project to success
Ezﬁ:a WOV G knowledge area Al Algorithm  Issues Suggested solution
The research presents a robust data-driven
approach based on artificial neural net-
work (ANN). The algorithm focuses on
One of the factors that contribute to the predigting e oygrgll .and Lol iiio=
success of software projects is the pre- JesEl e o dng initiation stage ofthe il
diction and mitigation of risks. Risks in ware ol ey Oilor tl.m -l
the field of software projects are defined i m;naglerélept. T{)le ;tu((iiy p}‘OV{dff a d
A Data-Driven Artifi- as the probability of success or failure of m(;re_ keltval ¢ v1ev1:‘ }}1' lrle 1(_:t1ng Individ-
cial Neural Network Artificial the project .Factors for failure include ualns acto'r s, Wch atiowing project
Approach to Software Risk Neural Net- lack of information in the early stage of manageést ti 1<ient11;y§pe(;,}ﬁc atreas ‘(t).fci)n—
Project Risk Assess- work (ANN) the project, increasing cost and time tc}?:slea?isk: ;h:riiflelii;?tlrsaiﬁéglgfiiz-
ment [19] 2023 over previous estimates. The research . : .
stated that 3 out of 5 reasons for the fail- Forlcal di e eonnlizd prO_]CCtS.. ey
ure of IT projects in the case of the 1mproyed th.e T fetwo i arch1§ecture
sy (T sy in Fissioa) airs G to .achleve high accuracy in prediction by
insufficient risk assessment. using the mean absolute error (MAE)
function. The research has proven the ca-
pability of the model to assess project risks
with high accuracy when applied to new
data.
The paper presented an Extreme Learning
Machine (ELM) model that uses analog
estimation technology to estimate the cost
Estimating the cost of a project is an im- aifie fpugl e et Ui requ_i i n umber Ol.c
portant aspect that is reflected in the emp Noyees: Analogous‘ estlmfithn el
Extreme planning process and resource alloca- el d.ata DI proqegts it o e
. . Learning Ma-  tion. Traditional methods for estimating new project by fietemnm_ng th_e C.h X
Software Project Esti- . . . . istics of the projects and identifying the
. . . chine (ELM) projects cost are ineffective because S .
mation Using Machine  cost . . similarity between them. While the ma-
. & Analogous  they rely on expert judgment, which is . . . S
Learning [25] 2023 Estimati T chine learning model is trained on histori-
stimation subjective and prone to error. Also, some | data of similar proiects and takes ad-
technique of them can analyzing historical data but cal data of Stmuar projects and takes a
not as effective as Al algorithms that can vantgge e @ s S
el e A, predlct the cost and effort of the new pro-
ject. The results showed that the proposed
model outperformed the algorithms (SVM,
KNN, COCOMO) with an accuracy rate of
90%.
Paper Name
Year pub- helerEs A.I Hlize- Issues Suggested solution
. area rithm
lished
The paper proposed a framework that enabling the uti-
el g o . lization of Al for planning process inIT project._
framework The paper 1pd19ated that the failure 'rate of Thg fraplewgrk aims to prgdlct of costs and project du-
T IT projects is high due to problems in the ration, 1flent1fy dependenmes‘ between tasks,' anfi sug-
tion of artifi- planning pha}seA The planning phase in- gest optimal resource allocation. The paper indicates
cial intelli- Risk. Cost volves defining a number of key aspects of  that the theoretically proposed framework must be pro-
’ > Framework the project such as determine tasks, re- grammed and presented as an intelligent system. The

gence to suc-
ceed

IT project
planning [33]
2019

schedule

sources, risks, communication methods,
time and cost estimates. Planning aims to
reduce project uncertainty and ensure pro-
ject implementation.

intelligent system consists of a knowledge base and a
mechanism for collecting feedback. The knowledge

base contains data from previous projects, it analyzes
data, finds patterns and connections between previous

and current projects. While the feedback mechanism
continuously collects data and observations from
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Predicting
project dura-

In large projects, design process requires
the coordination of many tasks. Conse-

projects throughout their life cycle, and provides them
to the knowledge base for continuous improvement of
the planning process. The intelligent system connects
to the knowledge base to provide information and rec-
ommendations to project managers on new projects.
A model combining ANN and taguchi method was de-
veloped to improve the accuracy of project duration
prediction. At the beginning, the project is represented
as a network of activities with its durations with suc-
cess probabilities and dependencies. Then, neural net-

tion using a Artificial quently, the design process becomes more . . . . .
coupled artifi- Neural Net-  complex, leading to iterative modifications. gzg:zgg;il(;;%: tﬁt:l f;gg:ggglgg;;ﬁn’ovg?ﬁfézﬁlrflh !
cial neural works Project managers must ensure that the pro- P p Y .
schedule Lo . L network. The neural network uses several factors like
network and (ANNs) & ject is running smoothly and mitigate po- success probability. effort. and learning factor. Taguchi
Taguchi Taguchi tential task failures while taking time into method Zfﬁcien i y;) timi;es the para rﬁe fore o.f thg neu-
method ap- method consideration. Traditional tools such as yop °P
proach [34] GANTT and PERT do not support this iter- ral network by discovers the training parameters that
2024 ative nature minimize the mean square error (MSE) and then trains

the neural network on these optimized parameters to
improve the prediction accuracy. Simulation results of
the methodology showed accurate results.

5. Discussion

The review of existing research confirms that established methodologies exist for deploying Al in this field. There are multiple Al tech-
niques, each of which has different characteristics and serves different aspects of the knowledge areas. Selecting the optimal Al technology
requires a thorough assessment of both the project's requirements and the expected Al-driven outcomes. It is also necessary to take into
account the requirements for applying Al techniques in project management to obtain accurate results. The strength of Al lies in its ability
to analyze historical data, leading to more accurate predictions in the domains of project time, cost, and risk. Since these areas are related
to multiple aspects of the project, managing them well impact the success of the project. The processes of estimating the time and costs of
the project depend on several factors that must be taken into account when designing an Al model to obtain accurate estimates. Al can be
applied in project time management to accurately predict project schedules based on machine learning and neural network techniques. In
cost management, machine learning and neural network techniques can identify the parameters that affect project costs, and thus accurately
estimate costs. There are also approaches that combine Al techniques with traditional estimation methods. The application of Al in risk
management predicts potential risks and provides mitigation strategies. Since risks are described by uncertainty and ambiguity, Fuzzy
Knowledge Maps (FCM) are utilized which take the best solution based on the circumstances. They are combined with machine learning
algorithms to assess risks.

Studies using Al techniques rely on analyzing historical data from previous projects to determine specific criteria upon which estimates
and decisions are based. Some studies have employed standalone artificial intelligence algorithms, while others have relied on hybrid
approaches that combine artificial intelligence algorithms with other techniques to improve learning performance, resulting in accurate and
effective outcomes. In the field of project management cost, Al algorithms have contributed to high accuracy in cost forecasting. In the
study of [17] , the XGBoost algorithm estimated project costs in the early stages, achieving a mean absolute percentage error (MAPE) of
6.22% and 9.70%, which reflects its high accuracy. It outperformed traditional models based on Earned Value Management (EVM) and
other machine learning models such as Support Vector Regression (SVR), Random Forest (RF), and CatBoost. This superiority is attributed
to the algorithm's ability to handle noisy data and mitigate the issue of overfitting. In another study [25], the ELM with analogous estimation
demonstrated high accuracy, ranging from 85% to 90% in estimating project effort and cost, outperforming stand-alone models such as
ANN, SVM, and K-Nearest Neighbors (KNN). This result demonstrates the effectiveness of integrating ML with traditional project esti-
mation methods. The studies addressing the scheduling area of PM, show that Al has significantly improved forecasting accuracy, espe-
cially when using hybrid methods such as combining ANNs with GAs or the Taguchi methodology [20] [34] . These methods outperform
traditional static forecasting methods such as Gantt charts and CPM, which fail to support the iterative nature and uncertainty of design
processes. However, the heterogeneity of the data limited the model's generalization to all organizations. There are several aspects of risk
assessment in project management. In the study of [18], they estimated the contingency budget (CB) using the k-means technique combined
with the concept of binomial distribution. This model outperformed the traditional EMV method and Monte Carlo simulation because it
overcame the limitations of EMV by clustering risks and calculating the binomial distribution. The model demonstrated significant im-
provements in accuracy, with the average difference between its estimates and Monte Carlo estimates being only 6%, compared to 142%
for the traditional EMV model. It was also simpler to use than Monte Carlo. Another study [19] evaluated the overall risks of a project.
The ANN model outperformed the LR model in risk assessment, achieving the lowest mean absolute error (MAE) and an accuracy of
97.12%. This superior performance is attributed to the neural network's ability to capture nonlinear relationships and complex patterns in
the data. However, the scarcity of real and confidential data for risk registers was a major constraint, as the small dataset size made the
model more susceptible to overfitting. To mitigate this issue, the researchers adjusted the structure of the ANN model. In another study
[35], researchers used fuzzy cognitive map (FCM) combined with reinforcement learning (RL) to avoid ambiguity in risk assessment. This
model demonstrated effectiveness in analyzing project risks and outperformed FCM models that did not use reinforcement learning. How-
ever, the qualitative and ambiguous nature of risk assessment requires complex data processing. Since each project is unique, researchers
have emphasized that a framework must be designed to enable the use of Al in project management [33]. And this is another perspective
of the integration process between Al and project management.

6. Conclusion

The profound impact of artificial intelligence is evident in its revolution of the technological world and its significant advancements in
various domains. The application of Al can optimize various components of the project management process. Multiple scholarly works
have contributed to the understanding of Al's capability to improve project management and validated its effectiveness. Our analysis of
numerous studies focused on the different ways Al can be applied to key project management domains, specifically cost management,
scheduling, and risk management. These studies rely on a number of methodologies, some used a single Al technique, while others tended
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to use hybrid approaches between Al technologies and other methods in order to increase the accuracy of the results extracted from Al
models. We have reviewed a number of challenges that hinder the integration between Al and project management. Maximizing Al's
benefits in project management hinges on resolving issues with data quality and ensuring the intelligent system is suitable for specific
project needs.

For future research, studies are needed to address the methodology of creating frameworks to enable the use of Al in project management,
and find common points for generalization into a single framework. Based on our review of Al applications in the knowledge area of
project management, we found that some studies have proven the Al's effectiveness. However, this aspect still needs further exploration.
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