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Abstract

Face recognition remains a critical task in computer vision, especially in applications involving authentication, surveillance, and access
control. However, real-world challenges like pose variations and occlusions continue to hinder recognition performance. This paper pre-
sents a pose-inclusive face recognition system that integrates Multi-task Cascaded Convolutional Networks (MTCNN) for face detection
and alignment with ResNet-50 for feature extraction and classification. The Labeled Faces in the Wild (LFW) dataset is used, and images
undergo data augmentation and normalization to simulate pose diversity. Experimental evaluation demonstrates that ResNet-50 signifi-
cantly outperforms traditional CNN models, achieving an accuracy of 99.60%. The proposed approach ensures robust and scalable perfor-
mance in uncontrolled environments.
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1. Introduction

Face recognition is a critical task in computer vision for wide-ranging applications of biometrics like authentication systems, surveillance
systems, identity verification, human-computer interaction, and many more. However, one of the main challenges in deploying face recog-
nition systems in real-world scenarios is the variability in face orientation, also known as pose variation. Non-frontal faces result in partial
occlusion of key facial features such as eyes, nose, or jawline, significantly degrading the performance of traditional recognition systems
that are often optimized for frontal face images.

To address this, we propose a deep learning-based face recognition pipeline that explicitly treats pose variation as a form of occlusion. Our
system integrates Multi-task Cascaded Convolutional Networks (MTCNN) for robust face detection and alignment, followed by ResNet50,
a 50-layer deep residual network, for feature extraction and classification. MTCNN leverages three cascaded stages—P-Net, R-Net, and
O-Net—to localize faces and key landmarks (eyes, nose, mouth), enabling consistent face alignment before recognition. The aligned faces
are then processed by ResNet50, which uses residual learning to overcome vanishing gradients and extract discriminative embeddings from
high-dimensional input images.

We use the Labelled Faces in the Wild (LFW) dataset, known for its unconstrained face images, to train and evaluate our model. To simulate
real-world conditions and improve generalization, we apply data augmentation by rotating faces within a +45° range. Each face is normal-
ized using a pixel intensity rescaling method by ensuring uniform intensity distribution and stability during training. Through this design,
the proposed system aims to deliver consistent face recognition performance despite the challenges posed by pose variation and partial
occlusion.

2. Literature review

The core challenge of face recognition lies in accurately identifying or verifying individuals based on facial features. In earlier approaches,
face recognition systems primarily relied on frontal face images, where the subject was positioned directly in front of the camera. However,
with the advancement of deep learning and convolutional neural networks (CNNs), recognition systems have become more accurate and
robust, allowing for higher performance under real-world conditions.

In particular, the development of embeddings such as FaceNet has revolutionized face recognition by creating a unified embedding space,
where face identities are encoded as vectors, and distances between these vectors correlate with identity [4]. Despite these advances, face
recognition systems still struggle with challenges such as pose variations and occlusions. These problems significantly affect the recognition
process in uncontrolled environments, where faces may appear at different angles or be partially obscured by masks or other objects [1].
One of the most challenging issues in face recognition is dealing with pose variations. Faces captured from different angles (yaw, pitch,
and roll) exhibit distortions in facial features, making it difficult for traditional models to match them to known identities. Side views of
faces present significant challenges because key features such as the eyes, nose, and mouth are often not visible or are heavily occluded,
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which reduces recognition accuracy [1]. Studies like those of Cao et al. [13] and Naser et al. [3] emphasize the importance of addressing yaw
poses, as they cause significant distortions in the face's appearance.

One potential solution to this problem is to use deep learning techniques to learn pose-invariant representations of faces. MTCNN (Multi-
task Cascaded Convolutional Networks) can be used for face detection and alignment, particularly in situations where faces are captured in
non-frontal views. MTCNN is effective in detecting faces in various poses and angles by localizing the key facial landmarks, such as the
eyes, nose, and mouth, in an efficient manner [23]. Once these landmarks are identified, the face can be aligned to a canonical pose,
allowing for more accurate recognition, even when pose variations are present.

Occlusions, such as the presence of glasses, masks, or other objects covering parts of the face, pose another significant challenge for face
recognition. Masks that obscure the nose and mouth, with two critical features for identification, can drastically reduce the performance of
face cognition models [3]. Moreover, the combination of occlusions and pose variations further complicates the problem. For instance,
wearing glasses and a mask simultaneously can obscure both the eyes and the mouth, which are essential for distinguishing individuals in
a face recognition system [17]. Researchers have proposed various strategies to mitigate the impact of occlusions, such as identity-diversity
inpainting [14], which reconstructs the occluded parts of the face, and multi-task contrastive learning methods like those used in FocusFace
[16], which are designed to handle masked faces.

Recent research suggests that pose variation can be considered a form of occlusion. This perspective stems from the fact that, like occlu-
sions, pose variations can obscure key facial features. By treating pose variation as an occlusion problem, researchers can apply similar
strategies for handling occlusions to address pose-related challenges in face recognition [12]. For example, the use of pose-adaptive loss
functions in models like PoseFace [11] has proven effective in improving recognition accuracy by focusing on the most critical features of
the face, even when some are occluded by pose distortions. These pose-adaptive loss functions are computationally light yet provide good
robustness to extreme and moderate pose variations and are thus appropriate for real-time applications. They may, however, continue to
perform poorly when too many facial features are absent.

Another promising approach is the integration of 3D face models into recognition systems. By using 3D facial data, models can generate
synthetic frontal views from side or angled profiles, effectively compensating for the loss of information caused by pose variations or
occlusions [12]. Although 3D models are very robust to extreme poses, they are computationally expensive and demand high-quality 3D
data and are thus less suitable for use on resource-limited devices.

Additionally, attention mechanisms have shown success in enhancing face recognition systems under pose and occlusion challenges. Tsai
and Yeh [10] introduced the Pose Attention Module (PAM), which uses attention mechanisms to focus on the most discriminative parts of
the face. By attending to regions of the face that are less affected by pose and occlusion, PAM helps improve the robustness of the recog-
nition system, making it less sensitive to variations in pose. In comparison to 3D reconstruction, attention mechanisms such as PAM are
computationally efficient and flexible but can be heavily dependent on observable facial features, thereby restricting their performance in the
event of extreme occlusion.

Incorporating depth information is another advanced technique for handling pose variations and occlusions. Depth-based approaches have
been shown to enhance face recognition by providing supplementary data about the geometry of the face. For example, Hu [6] combines
fine-level facial depth generation with RGB-D complementary feature learning to improve recognition accuracy, especially when faces are
captured from varying angles or are partially occluded by masks or glasses. However, the success of depth-based approaches is subject to
the presence of depth sensors, whose integration might be impractical under many real-world scenarios.

Furthermore, ResNet-based architectures, such as those used in FaceNet, have proven to be effective in addressing the challenge of pose
variation. ResNet’s deep residual learning allows for the efficient learning of complex features, even when the input image contains dis-
tortions due to pose variations. By learning residual mappings, ResNet can capture subtle differences in facial features, which helps mitigate
the impact of pose and occlusion [4]. Using ResNet in conjunction with MTCNN for face detection and alignment can significantly improve
performance in real-world settings where both pose variations and occlusions are common.

Kim et al. [7] also propose a KeyPoint Relative Position Encoding method, which encodes the relative positions of key facial features.
This technique helps the model focus on

the spatial relationships between facial points, which remain relatively constant even under pose variations or occlusions. By incorporating
this method into a deep learning framework, face recognition systems can become more resilient to pose and occlusion challenges.

Face recognition systems continue to evolve, with significant advancements made in handling pose variations and occlusions. By adopting
novel techniques such as pose-adaptive loss functions, depth-based reconstruction, and attention mechanisms, researchers have improved
the robustness of face recognition models. Furthermore, integrating MTCNN for face alignment and ResNet for feature learning is effective
in mitigating the challenges posed by pose and occlusion. As the field progresses, these methods will continue to play a crucial role in
enhancing the accuracy and reliability of face recognition systems, particularly in uncontrolled environments [2].

3. Methodology

The proposed face recognition system is designed to address the challenges posed by pose variations in unconstrained environments. As in
Fig.1, the methodology involves several key stages: dataset preparation and preprocessing,

face detection and alignment, feature extraction, and classification. Together, these components form an end-to-end pipeline capable of
learning pose-invariant facial representations and accurately identifying individuals.

To begin with, the system utilizes the Labeled Faces in the Wild (LFW) dataset, which contains over 13,000 face images of 5,749 individuals
captured in real-world settings. Due to computing and hardware constraints, the research used a subset of 100 classes from the original
LFW database. The subjects were chosen to maintain a balance between performance measurement and resource limitations. Efforts were
made to include people with different ethnicities, genders, and combinations of facial poses to reduce possible biases and enhance gener-
alizability. This was to ensure that the chosen subset still had some diverse characteristics of the larger dataset. The images are stored in a
structured directory format, with each subfolder containing multiple samples of the same person. Preprocessing these images is critical for
improving the consistency and quality of training data. Initially, all faces are detected and cropped using Multi-task Cascaded Convolutional
Networks (MTCNN), which isolates facial regions while eliminating background noise. After detection, pixel-wise normalization is per-
formed using min-max scaling to ensure uniform pixel intensities. The normalization is expressed as in eqation-1.
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Where 7 represents the input pixel intensity, and 1,,,,, = 255 and I,,,,,, = 0 represents the maximum and minimum pixel values, respec-
tively. To further enhance generalization, data augmentation is applied by rotating each cropped image randomly within a range of 45° to
+45°, generating five variations per image. This helps simulate pose differences commonly encountered in practical scenarios.

For face detection and alignment, MTCNN is employed due to its high precision in identifying facial regions and key landmarks such
as the eyes, nose, and mouth corners. It operates in three sequential stages: the Proposal Network (P-Net) generates initial face candidate
regions, the Refinement Network (R-Net) filters out false positives and improves bounding box precision, and the Output Network
(O-Net) refines these results and localizes facial landmarks for alignment.
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Fig. 1: Pipeline of the Proposed Work.

This can be seen in Fig.2. The detection process is governed by a multi-task loss function in equation 2
et = Lt My Lios + Ao L ¥)

Where L. represents the classification loss, Ly the bounding box regression loss, and Limgmsr. the facial landmark localiza-
tion loss. The hyperparameters A; and A5 control the contribution of each term. The detected and aligned faces are then passed to the feature
extraction stage.

The ResNet50 architecture (Fig.3) includes an initial 7x7 convolution layer, followed by multiple bottleneck residual blocks, and ends with
a global average pooling layer that reduces the spatial dimensions of the feature maps. The resulting feature vector is passed through a fully
connected layer, and the final classification is performed using the Softmax function in equation 3

2
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Where Z; is the output logit for class i, and the denominator normalizes the logits into a probability distribution over all classes. The images

in the dataset were resized to 224x224 and passed to a ResNet-50 model.

The training was done using the Adam optimizer (learning rate: 1x107*, batch size: 32) with cross-entropy loss for 25 epochs.
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Fig. 2: Architecture of MTCNN.

This of this training are shown in Table 1.

Fig.4 shows the final recognition pipeline. It begins with input images from the LFW dataset, which are pre-processed through detection,
alignment, normalization, and augmentation. The aligned and enhanced images are fed into ResNet50, which extracts high-level discrimi-
native features. These features are then classified into one of the 100 identities using a Softmax classifier. The entire system is evaluated
using standard performance metrics such as accuracy, precision, recall, and F1-score to assess its robustness and effectiveness under pose-
induced occlusions.
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Fig. 3: Architecture of ResNet50.
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Fig. 4: Visualization of the Proposed Work.

4. Results and discussion

The proposed face recognition model was evaluated using a subset of the Labeled Faces in the Wild (LFW) dataset, comprising 100
individuals. After preprocessing, which included face detection using MTCNN, normalization, and data augmentation via random rota-
tions between 45° to +45°, the dataset was split into training and testing sets with an 80:20 ratio. The model was trained using the
ResNet50 architecture for feature extraction and classification. The evaluation focused on analyzing the performance of the model under
varying pose conditions and its ability tomaintainhigh recognition accuracy despite angular variations introduced during augmentation.
To measure the system’s effectiveness, standard evaluation metrics including accuracy, precision, recall, and F1-score were employed.
Accuracy was computed as the ratio of correctly predicted face identities to the total number of predictions. Precision and recall provided
insight into the correctness and completeness of the classifier, while the F1-score offered a balanced measure of both. This can be visualized
in Table 1.

Table 1: Comparison of Model Scores

Model Precision Recall F1 Score
Basic CNN 0.75 0.79 0.75
Standardized CNN 0.84 0.87 0.85
Resnet18 0.9742 0.9801 0.9755
Resnet50 0.9930 0.9960 0.9943

Comparison of Models

1.0 7 mmm Precision
. Recall
EEN F1 Score

Scores

Basic CNN standard CNN ResNetl8 ResNet50
Models

Graph 1: Comparison of Models.

The model achieved a training accuracy of 100% and a test accuracy of 99%, indicating strong generalization capability despite the pose
variations present in the test data. This high accuracy confirms that the combination of MTCNN and ResNet50 is effective in learning
pose-invariant representations. In addition to quantitative results, visualizations were used to analyze feature separability and model inter-
pretability. A confusion matrix (Fig.5) was plotted to illustrate the distribution of true versus predicted labels. Most diagonal elements
showed strong confidence in correct predictions, while the few off-diagonal elements indicated confusion between similar-looking faces.
This visualization highlighted specific identities that require more discriminative learning, potentially addressable through fine-tuning or
incorporating additional contextual cues.
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The performance was also benchmarked against a baseline CNN model without residual connections. While the baseline model showed
satisfactory training performance, it suffered from overfitting and delivered a lower test accuracy of approximately 86%. This compar-
ison demonstrated the superiority of deep residual networks in learning generalizable face embedding’s, particularly in the presence of
pose distortions.

Table 2: Performance Comparison of Model Architectures

Model Accuracy
Basic CNN 79.28%
Standardized CNN 87.65%
Resnet18 98.01%
Resnet50 99.60%

In this study, we evaluated multiple deep learning architectures for face recognition, including Basic CNN, Standardized CNN, ResNet18,
and ResNet50. The experimental results demonstrated that deeper networks with residual connections significantly outperform traditional
CNN-based models. While the Basic CNN achieved a moderate accuracy of 79.28%, the Standardized CNN improved to 87.65%. However,
ResNet architectures, particularly ResNet50, achieved the highest accuracy of 99.60%, showcasing the effectiveness of deeper models in
extracting complex facial features. Furthermore, metrics such as precision, recall, and F1 score reinforced the superiority of ResNet- based
models, proving their robustness in minimizing false positives and false negatives.

Confusion Matrix

Akhmed_zakayev | 2 o o o =z S o o o

Anthony_Scott_Miller { ©O L3 o o o o 20
BB_King | © o =2 o 1 1 o o o

Bartosz_Kizierowski | O o o a 1 1 o o o 15
o o o o & o o o o

Beatrice_Dalle -|

Ben_Howland | ©

True label
=]

o

Bill_Guerin | ©
Bill_Richardson

Brian_Meadors -|

Carlton_Dotson

BllGein{o o o w

BBkngio o o

Beatrice Dalle {1 ¢ o ©
BenHowland { o N W
Bil Richardsen 1 © © o
Brian Meadors { © & o
CartonDotstn 1@ ¢ w » = o o N o W

Anthony Scatt Miler 1 0 o o
Bartosz Kizierowski{ © o o

predicted label

Graph. 2: Accuracy Graph of ResNet50.

5. Conclusion

The findings of this study highlight the advantages of using deep residual networks in face recognition applications. The ability of ResNet
models to learn deeper feature representations without suffering from vanishing gradients makes them highly suitable for real-world imple-
mentations in security, authentication, and surveillance systems. Although traditional CNNs provide a reasonable performance baseline,
their limitations become evident when compared to more advanced architectures. Future work could explore further optimizations, such as
transfer learning with large-scale datasets, model pruning for efficiency, and integration with attention mechanisms to enhance recognition
performance even further.
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Fig. 6: Shows the Qualitative Analysis that was Conducted by Displaying Correctly and Incorrectly Classified Images Alongside their Ground Truth Labels.
This Helped Understand Model Behavior in Edge Cases.
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The findings of this study highlight the advantages of using deep residual networks in face recognition applications. The ability of ResNet
models to learn deeper feature representations without suffering from vanishing gradients makes them highly suitable for real-world imple-
mentations in security, authentication, and surveillance systems. Although traditional CNNs provide a reasonable performance baseline,
their limitations become evident when compared to more advanced architectures. Future work could explore further optimizations, such as
transfer learning with large-scale datasets, model pruning for efficiency, and integration with attention mechanisms to enhance recognition
performance even further.

Additionally, handling extreme pose variations (e.g., yaw angles > 45°) remains a critical challenge, since important facial components are
lost or severely distorted. Future directions may extend to the use of 3D face models or pose-adaptive embeddings to effectively address
such scenarios. Another compelling direction is recognition under combined occlusions—e.g., masks and glasses—that cover most dis-
criminative areas. Methods such as partial feature learning, identity-aware inpainting, or multi-modal inputs could be helpful. New research,
such as Naser et al. [3], also points towards the necessity for standardized benchmarks and datasets tailored to test face recognition in these
real-world, more challenging scenarios, providing key guidance for future experimentation.
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