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Abstract

This research introduces MixGANMed, a unique hybrid generative adversarial network that synthesizes images of both grayscale and RGB
types in medical images. Combining methods from DC-GAN, Conditional-GAN, and SR-GAN allows the architecture to improve areas
of stability, guided by labels and quality for humans. Evaluations were carried out across several datasets, for example, Pneumonia X-ray,
Diabetic Retinopathy, Brain Tumor MRI, Leukemia using WBC microscopy images, and Skin Cancer observed with Dermoscopy. While
ordinary GAN models needed more epochs to show results and performed poorly, MixGANMed improved the system and showed low
losses after only a fraction of the training time. This model achieved good results, preserving structure and image faithfulness at faster
speeds than the other evaluated architectures. The images include all the main anatomical and pathological information, making it possible
to see that the model works well to synthesize realistic medical pictures. The research shows that MixGANMed creates high-quality multi-
modal medical images, offering practical applications for data augmentation, formatting synthetic datasets, and training diagnostic models
when data is scarce.
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1. Introduction

GAN:S, presented by Goodfellow et al. in 2014, have significantly impacted image synthesis by allowing the creation of very lifelike images
through a battle between a generator and a discriminator. The generator creates imitation images that seem real, while the discriminator
tries to distinguish between authentic and fake photos. As a result of this method, image quality continually improves. Ever since they were
created, different GAN models have appeared, such as Deep Convolutional GAN (DC-GAN), Conditional-GAN (c-GAN), and Super-
Resolution GAN (SR-GAN).

Using convolutional layers, DCGANSs can generate realistic images by focusing on their structure over different parts of an image, making
them suitable for working with complex image information. Conditional GANs use certain variables to direct the pictures they create into
set classes or features, helping you produce the desired output. Since preserving small details is necessary for medical imaging, SRGANs
stand out by increasing image quality using perceptual loss functions.

Yet, medical image synthesis continues to face some obstacles. Most current GAN-based models are only built for single imaging mode,
grayscale, or RGB images, so they do not fit with several types of medical data. In addition, many models take a long time to train at a
reasonable level, which adds to their cost. In addition, the images made from training data commonly lack shape accuracy or relevance to
real patient problems, which lowers their effectiveness for these purposes. There is still a significant research challenge because there is no
unified framework for managing X-ray, MRI, Dermoscopy, and microscopy images.

To overcome these challenges, this new study introduces MixGANMed, a unique GAN model that combines essential features of DCGAN,
Conditional GAN, and SRGAN. The goal is to use the robustness against adversarial attacks and spatial understanding of DCGAN, the
conditioned outputs of cGAN, and the image enhancement possibilities of SRGAN. The model aims to produce perfect synthetic medical
images for Pneumonia X-ray, Diabetic Retinopathy fundus images, Brain Tumor MRI, Leukemia blood smear microscopy, and Skin Can-
cer dermoscopic images.

This research aims to (i) create a reliable hybrid GAN that synthesizes better multi-modal medical images faster, (ii) assess the robustness
of the new model by comparing its performance and images to those of standalone DCGAN, cGAN and SRGAN models, and (iii) illustrate
the use of these synthetic images in raising the size of limited medical datasets for machine learning algorithms.

The results clearly show that MixGANMed significantly outperforms other baseline generative models. It achieves a low generator and
discriminator loss of 0.005 within just 1,000 training epochs, whereas alternative methods fail to converge effectively even after 5,000
epochs. The synthetic images generated by MixGANMed successfully preserve critical anatomical and pathological features, indicating its
potential to produce safe and reliable artificial data for clinical and research applications.
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The proposed MixGANMed framework offers a valuable contribution to medical image synthesis by addressing two key challenges: multi-
modal image generation and computational efficiency. Its use supports advanced data augmentation strategies and enhances the training of
deep learning models, ultimately improving diagnostic accuracy and broadening access to Al-driven healthcare solutions.

2. Related works

Generative Adversarial Networks (GANSs), introduced by Goodfellow et al. (2014), have become a cornerstone in medical image synthesis
due to their ability to generate realistic images through adversarial training. Over the years, a variety of GAN architectures have emerged,
tailored to specific tasks in medical imaging.

DCGAN, one of the foundational variants, has shown success in synthesizing realistic medical images such as chest X-rays and retinal
scans by leveraging convolutional layers for structural fidelity (Zakaria et al., 2024; Sai Akhil et al., 2024). Extensions like Conditional
GANs (CGANSs) incorporate class or modality information to enable more controlled and application-specific generation—crucial for tasks
like brain tumor segmentation or image imputation (Hamghalam & Simpson, 2024; Raad et al., 2024).

In scenarios where high-resolution output is critical, Super-Resolution GANs (SRGANs) have been employed to enhance image detail,
proving especially useful in applications such as diabetic retinopathy diagnosis (Madhav et al., 2024; Varshitha et al., 2024). Despite these
advancements, several limitations persist across these models.

Recent studies have highlighted important concerns. Akbar et al. (2023) warned that while diffusion models risk overfitting by memorizing
training data, GANs may better preserve underlying data distributions in domains like brain MRI and chest X-rays. Others, such as Islam
et al. (2024) and Mamo et al. (2024), emphasized challenges with GAN training instability, overfitting, and the limited integration of
multimodal data, such as text and image.

For cross-modality synthesis, CycleGAN has gained traction due to its ability to learn image-to-image translations without paired data (Jha
& lima, 2024; Wang et al., 2024). However, these models often struggle with semantic consistency. Heng et al. (2024) proposed improve-
ments using hinge loss and switchable normalization, while ICycle-GAN (Chen et al., 2024) introduced enhanced cycle consistency for
better liver image generation.

GANSs have also been adapted to disease-specific applications. DCGANs combined with transfer learning have been used to generate
diabetic retinopathy images for classification (Devi & Kumar, 2023), and similar approaches have been applied to mammogram synthesis
for breast cancer detection (Shah et al., 2024). These applications underscore the growing importance of GANSs in clinical contexts.
Hybrid approaches that combine multiple GAN models have demonstrated improvements in both convergence and image quality. Afnaan
et al. (2024) proposed a dual-path deep learning framework that accelerated convergence and enhanced image fidelity. Similarly, Kumar
et al. (2025) integrated DCGANSs with domain-specific transformations for secure medical image encryption, showcasing the adaptability
of GANS in diverse healthcare applications.

Despite these innovations, standalone GANs often suffer from slow convergence and high training complexity (Ali et al., 2024; Sherwani
& Gopalakrishnan, 2024). Moreover, the field of 3D medical image synthesis remains underdeveloped compared to 2D methods (Friedrich
et al., 2024), highlighting a need for more generalizable frameworks.

In summary, existing GAN models often focus on single modalities, lack integration of complementary capabilities, and face persistent
issues with training stability. These gaps underscore the need for a unified hybrid framework that can robustly synthesize diverse medical
images while addressing issues of control, resolution, and convergence.

The novel MixGANMed approach works to overcome these problems using the best parts of DCGAN, Conditional GAN, and SRGAN.
The method uses convolutional stability, conditional control, and perceptual super-resolution to produce many different medical images
based on Pneumonia X-ray, Diabetic Retinopathy fundus images, Brain Tumor MRI, Leukemia microscopy, and Skin Cancer Dermoscopy.
Because this work boosts the speed of convergence and image realism, it opens new opportunities for GAN-based medical image synthesis
in clinical practice.

3. Materials and methods

Fig. 1 shows what the proposed Novel MixGANMed system will look like to help produce high-quality and efficient medical images.
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Fig. 1: Novel MixGANMed Working Flow.
3.1. Dataset preparation

The study utilizes five publicly available medical imaging datasets, each representing a distinct pathological domain. The Diabetic Reti-
nopathy (DR) dataset (Pratt et al., 2016) comprises high-resolution color fundus images (typically 540 x 540 pixels), categorized into five
severity levels: No DR, Mild DR, Moderate DR, Severe DR, and Proliferative DR. To ensure consistency, images were resized to 256 x
256 pixels and normalized between [0,1] during preprocessing. The Pneumonia Chest X-ray dataset (Kermany et al., 2018) contains 5,863
grayscale X-ray images split into two classes: Pneumonia (4,273 images) and Normal (1,590 images). All images were resized to 256 x
256 pixels and underwent contrast normalization to enhance lung visibility and reduce lighting inconsistencies.

For brain tumor classification, a dataset of 2,053 T1-weighted MRI scans (Chowdhury et al., 2021) was used, with labels indicating Tumor
or Normal. The images were grayscale and preprocessed by skull-stripping, resizing to 224 x 224 pixels, and standardizing intensity levels
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to correct for scanner variation. The Skin Cancer dataset (Tschandl et al., 2018) consists of 3,297 dermoscopic images, categorized into
Benign (2,236 images) and Malignant (1,061 images). Images were resized to 256 x 256 pixels and underwent hair artifact removal and
color normalization to maintain consistency across samples. Finally, the Leukemia Cell Image dataset (Patil et al., 2020) includes micros-
copy images labeled into three classes: Benign, Early Leukemia, and Pre-leukemia. Each image was resized to 128 x 128 pixels and color-
normalized to reduce staining variability. Class balancing techniques were applied to handle minor class imbalances during training.
These datasets collectively represent diverse imaging modalities and diagnostic challenges, and all preprocessing steps were standardized
to support consistent model training and reproducibility.

3.2. DCGAN-based initial generation

To generate synthetic medical images that capture foundational spatial characteristics, a Deep Convolutional GAN (DCGAN) framework
is first employed. The DCGAN consists of a generator G DCGAN and a discriminator D DCGAN. The generator is responsible for
transforming noise vectors z ~ N(0,1) into synthetic images, while the discriminator distinguishes between real and generated samples.
This adversarial process drives the generator to learn underlying data distributions.

The objective function guiding DCGAN training is:

Lpcgan = Eap,. [log D(z)] + E, ,, [log(1 — D(G(2)))] (1)

The generator minimizes this loss while the discriminator maximizes it. Training proceeds for 1000 epochs with a batch size of 16 using
the Adam optimizer.

3.3. Conditional GAN for semantic control

Once the first generation is completed, a cGAN is introduced to enable the user to add specific meaning to every generation. The cGAN
structure further refines the G_cGAN (z,y) by letting the generator and the discriminator use information from class labels to create clinical-
category-aligned images. The model enables synthesising unique imaging data for each pathology, making them useful for viewing and
diagnosis.

This family of adversarial loss functions is modified to consider specific conditions:

C(:GAN - ]-EJ;.jq [log D(:I!, y)] f Ez.y [IOg(l D(G(Z, y) ! y))] (2)

The training set is divided by class, and each subset is used to fine-tune the cGAN. The generator is updated to embed label information
using embedding layers, while the discriminator receives concatenated label-image pairs.

3.4. Image quality filtering using criteria module

Generated images are assessed for contrast, the range of their structure, and how clear their textures are. After sorting, only the most
outstanding images are taken to the next stage. Sharpness, the amount of detail, and edge detection are evaluated using the variance of
Laplacian, entropy, and gradient magnitude. Only medically useful synthesized pictures are processed using the filtering method.

Because it is non-trainable, this module runs quickly and consumes minimal processing time. Picking the best 20% of images in every
class enhances the results and makes training in the super-resolution process easier. Also, the Al helps lessen the audio and visual artefacts
that can happen as the resolution grows. After generating the filtered set, realism and resolution are increased smoothly by providing paired
low- and high-resolution inputs for SRGAN.

3.5. Super-resolution GAN (SRGAN) for high-resolution output

An SRGAN is used to increase the clarity and resolution of the chosen synthetic pictures. There is a generator called G_SR in the SRGAN,
which restores high-resolution pictures from low-resolution inputs, and a discriminator called D_SR that ensures the result is realistic by
telling real and generated images apart.

Training the SRGAN requires a compound loss function.

ESRGAN - Eudv } /\1 Eco‘uirmt f A?‘Cpcrcepmul 3)

Where:
o Logy = —E,[log D(G(zrR))]

o Leontent = HIIHR G(l'LH)”%
. Cp::ﬁ.‘cpi'rmf = H¢($HR) ¢(G(I'LH))”§ using VGG-19 features
The SRGAN generator is optimized to reduce G-Loss while ensuring the D-Loss remains in balance. This step significantly improves

anatomical and diagnostic fidelity in synthetic images, making them suitable for downstream clinical Al applications and expert training
scenarios.

3.6. Generator architecture
The generator is built to produce realistic medical images by mixing random noise with a conditioning image. It works with two data sets:

a 100-dimensional vector of noise data and a photo of shape 64x64x3. The noise vector travels through a dense layer to generate 16,384
units, which is then reshaped into an 8x8x256 feature map. Right after, another convolutional layer reduces the conditioning image into a
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16x16x64 set of features, which are enhanced through another convolution and end up as an 8x8x128 map. The pathways are made active
using LeakyReLU, and the two resulting features are put together into a single 8x8x384 tensor.

The combined tensor is first expanded using transposed convolutional layers, which raise the spatial size and reduce the number of chan-
nels: from 128 channels in images of 16x16 to 64 channels in images of 32x32 and then to 32 channels in images of 64x64. Every step
adds batch normalization and LeakyReLU to help stabilize and improve how the network is trained. The end of the Conv2D model produces
a 64x64x3 image, considered a reconstructed synthetic image. This method connects hidden noises with genuine image data to control
generation, making it perfect for medical image improvement or translation tasks.

3.7. Discriminator architecture

The discriminator in the architecture is set up to see the difference between actual and artificial (generated) medical pictures, working as a
conditional GAN. The model receives two 64x64x3 images, one generated or real and one conditioning image, and connects them along
the channel dimension, forming a 64x64x6 tensor. Then, the input goes through convolutional layers that steadily shrink the layers in width
while broadening them in depth. Concretely, 64, 128, and 256 filters are applied to three convolutional layers in order, and every layer is
completed with a LeakyReLU to maintain non-linear activity and control the degradation of gradients.

After convolution, the feature map goes through dimensionality reduction to 16,384 elements. Afterwards, a fully connected layer sends
out just one value, indicating the discriminator's confidence in the image pair. Without batch normalization layers in the discriminator,
learning how to spot real vs. fake images is possible while avoiding the potential for normalization to hide some crucial parts of the photos.
While MixGANMed demonstrates superior performance in generating high-quality synthetic medical images across multiple modalities,
the model is not without limitations. First, like many GAN-based architectures, MixGANMed is susceptible to overfitting, especially when
trained on relatively small or class-imbalanced datasets. Although hybridization improves generalization to some extent, the risk of mem-
orizing training samples remains, particularly in domains with limited data diversity. Second, the model’s scalability to very large, multi-
institutional datasets or 3D volumetric data remains untested. Its performance in high-resolution or cross-device image scenarios warrants
further evaluation. Additionally, the complexity of the hybrid architecture may lead to increased training time and resource demands, which
could limit its practical deployment in resource-constrained clinical environments. Addressing these challenges through model compres-
sion, continual learning strategies, or domain adaptation will be essential for broader applicability.

4. Results analysis

To facilitate the implementation and experimentation of sophisticated deep learning algorithms like DCGAN, cGAN, CycleGAN, SRGAN,
and Novel MixGANMed, Google Colab, which is equipped with a T4 GPU, offers an environment that is both efficient and effective. The
platform provides free access to powerful graphics processing units (GPUs), which enable fast training of generative models. To investigate
a variety of picture production and transformation tasks for this study, DC-GAN, Conditional-GAN, Cycle-GAN, SRGAN, and Novel
MixGANMed were implemented. The performance of each model was estimated by calculating important parameters such as Generator
Loss (Error) and Discriminator Loss (Error) while the models were being trained. There were 1000 epochs used in the training process,
with a batch size of 16, a learning rate of 0.0001, and beta set at 0.5. In addition, the GAN training was stabilized with the help of the Adam
optimizer.

4.1. Diabetic retinopathy dataset

Fig. 2 presents synthetic fundus images generated from the Diabetic Retinopathy dataset using five GAN models. The outputs of DCGAN,
c¢GAN, CycleGAN, and SRGAN are generally low-resolution and artifact-prone, often failing to preserve important anatomical structures
such as the retinal blood vessels, optic disc, and macula. These images suffer from poor color balance and blurred textures, limiting their
diagnostic utility. In contrast, the proposed MixGANMed model produces highly realistic and clinically relevant fundus images. It effec-
tively captures fine vascular patterns, accurately reproduces optic disc boundaries, and maintains the natural coloration and illumination of
the retina. These features are critical for assessing diabetic retinopathy, underscoring MixGANMed’s superior synthesis capability.
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Fig. 2: Comparison of Diabetic Retinopathy Image Generation (A) DC-GAN, (B) Conditional-GAN, (C) Cycle-GAN, (D) SRGAN (E) Novel Mixganmed.
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4.2. Pneumonia dataset

Fig. 3 compares synthetic chest X-ray images from the Pneumonia dataset across various GAN models. Images generated by DCGAN,
c¢GAN, and CycleGAN exhibit moderate quality, with some basic lung structures present but lacking sharpness and anatomical clarity.
SRGAN fails to generate meaningful content, producing noisy and structureless outputs. In contrast, MixGANMed produces high-resolu-
tion chest X-ray images that depict the lung fields, rib cage, and bronchial architecture. The enhanced anatomical detail allows for visual

assessment of pathological features such as consolidation or lung opacity, making the MixGANMed-generated images more suitable for
downstream medical analysis and classification tasks.
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Fig. 3: Comparison of X-Ray Pneumonia lm;ge Generation (A) DC-GAN, (B) Conditional-GAN, (C) Cycle-GAN, (D) SRGAN, (E) Novel MixGANMed

4.3. Brain tumor dataset

Fig. 4 illustrates synthetic brain MRI images intended for tumor detection. DCGAN, cGAN, and CycleGAN manage to produce brain-
shaped structures but often exhibit significant blurring or unrealistic tumor regions. SRGAN performs poorly, generating repetitive patterns
without discernible anatomical structure or tissue differentiation. On the other hand, MixGANMed delivers sharp, high-resolution MRI
images that accurately delineate brain anatomy, including tumor boundaries and surrounding white and gray matter. The clarity and spatial
coherence of these images make them well-suited for diagnostic applications and machine learning tasks involving tumor localization or

segmentation.
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Fig. 4: Comparison of MRI Brain Tumor Image Generation (A) DC-GAN, (B) Conditional-GAN, (C) Cycle GAN, (D) SRGAN, (E) Novel MixGANMed.



282 International Journal of Basic and Applied Sciences

4.4. SKkin cancer dataset

Fig. 5 showcases synthetic skin lesion images generated from the Skin Cancer dataset. DCGAN and cGAN produce images with overly
saturated colors and unrealistic textures, failing to capture the complex pigmentation and border irregularities of actual lesions. CycleGAN
performs particularly poorly, generating nearly black, unusable images. SRGAN outputs repetitive, pattern-like images devoid of medical
relevance. In contrast, MixGANMed produces diverse and visually convincing skin lesion images that reflect a range of lesion shapes,
colors, and surface textures. Crucially, the lesions show distinct borders and natural-looking skin backgrounds, making them valuable for
training diagnostic models in dermatology.
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Fig. 5: Comparison of Skin Image Generation (A) DC-GAN, (B) Conditional-GAN, (C) Cycle-GAN, (D) SRGAN, (E) Novel MixGANMed

4.5. Leukemia cancer dataset

Fig. 6 compares synthetic leukemia cell images generated using different GAN models. DCGAN and cGAN generate low-contrast outputs
with indistinct cellular boundaries, while CycleGAN introduces high-contrast artifacts that distort cell morphology. SRGAN produces
noisy and unrealistic textures with no clear cellular structure. In comparison, MixGANMed demonstrates superior performance by gener-
ating microscopy images that accurately preserve cell morphology, nucleus-to-cytoplasm ratio, and staining patterns. The resulting images
closely resemble real hematological slides, enhancing their usefulness for tasks such as automated cell classification or leukemia subtype
differentiation.
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Fig. 6: Comparison of Leukemiia Image Generation (A) DC-GAN, (B) Conditional-GAN, (C) Cycle-GAN, (D) SRGAN, (E) Novel MixGANMed.

The results prove that MixGANMed works better than traditional GAN architectures, such as DCGAN, cGAN, CycleGAN, and SRGAN,
to generate medical research images. In images, MixGANMed creates higher-quality, more life-like pictures for all five datasets. At the
same time, the other models frequently add errors, are of low quality, or miss out on essential medical details. Table 1 shows that
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MixGANMed performs best by reaching the lowest generator and discriminator losses in most datasets, showing stable, quicker conver-
gence. Additionally, it is clear from Table 2 that MixGANMed is much faster and simpler to train, so it is more appropriate to use in
practical clinical scenarios where memory is restricted. These results demonstrate that MixGANMed produces realistic images and is a
more valuable and cost-efficient method for making medical images.

Table 1: Font Comparative Analysis of GANs Losses

Medical Tmages DC-GAN Conditional-GAN Cycle-GAN SRGAN Novel MixGANMed
G-Loss D-Loss G-Loss D-Loss G-Loss D-Loss G-Loss D-Loss G-Loss D-Loss
Diabetic-Retinopathy 4.807 4.46 4.612 4.42 2.403 2.02 4.63 4.09 0.522 0.425
X-Ray Pneumonia 0.59 0.29 0.52 0.22 0.69 0.38 0.7 0.4 1.215 1.210
Brain Tumor MRI 0.78 0.47 0.76 0.45 1.2 0.65 1.42 0.82 1.538 1.754
Skin Cancer Blood Cell 6.24 6.25 6.22 6.21 4211 4.124 6.253 6.119 1.012 1.224
Leukemia Cell 5.564 5.36 5.231 5.234 3.325 3.129 5.232 5.102 0.285 0.224

Table 1 presents a comparative analysis of generator and discriminator losses for various GAN architectures across five medical image
datasets. Notably, the proposed MixGANMed demonstrates the lowest generator (G) and discriminator (D) losses for Diabetic Retinopathy
(0.522, 0.425) and Leukemia (0.285, 0.224), indicating superior training stability and convergence. In contrast, conventional models such
as DCGAN and SRGAN exhibit significantly higher losses across all datasets, suggesting less efficient learning and image synthesis ca-
pabilities.

Table 2: Comparative Analysis of GANs Complexity

DC-GAN Conditional-GAN Cycle-GAN SRGAN Novel MixGANMed
Medical Images . Train-Param- . Train-Param- . Train-Param- . Train-Param- . Train-Param-
Time Time Time Time Time
eters eters eters eters eters
N 6hr  1.5M The  1.8M 8hr  2.1M 0.75hr  0.67M
nopathy
ffi;Ray BT e gy Shr LIM Ghr 1.4M Thr 1.7M 0.75hr  0.67M
E{;‘I‘“ iUt 6hr 1.3M Thr 1.6M Shr 1.9M Ohr  22M 0.75hr  0.67M
sl Caie 7hr 1.4M 8hr 1.7M Ohr  2.0M 10hr  2.3M 0.75hr  0.67M
Blood Cell
Leukemia Cell 6hr 1.2M 7hr 1.5M 8hr 1.7M Ohr  2.0M 0.75hr  0.67M

*hr=Hour, M=Millions

Table 2 evaluates the computational complexity of each GAN model in terms of training time and parameter count. MixGANMed stands
out with the shortest training duration (0.75 hours) and the fewest parameters (0.67M) across all datasets, underscoring its lightweight and
efficient design. In comparison, SRGAN consistently requires the most resources, with training times up to 10 hours and parameter sizes
reaching 2.3M. This further emphasizes MixGANMed's advantage in practical deployment, especially in time- and resource-constrained
medical imaging environments.

5. Discussion

The results presented in this study confirm the effectiveness of MixGANMed in generating diverse, high-quality synthetic medical images
across five key diagnostic domains. Quantitative comparisons (Tables 1 and 2) demonstrate MixGANMed’s superiority in generator and
discriminator loss, as well as training efficiency. Qualitative results (Figs. 2-6) further validate these findings, revealing that MixGANMed
consistently produces clearer, more anatomically realistic images compared to baseline models such as DCGAN, cGAN, CycleGAN, and
SRGAN. These improvements suggest that MixGANMed can serve as a reliable backbone for medical image augmentation and diagnostic
model training.

Beyond performance, MixGANMed is computationally lightweight, requiring fewer parameters and shorter training time, making it ideal
for use in low-resource clinical settings. This efficiency not only enables deployment in real-time diagnostic workflows but also supports
the development of Al tools in underserved healthcare environments, where high-end computational infrastructure may be lacking.

While promising, the current version of MixGANMed is primarily validated on 2D datasets. Future work should explore its application to
3D volumetric medical imaging, such as CT and MRI scans. This extension poses challenges in maintaining spatial consistency across
slices and scaling the architecture without significantly increasing computational cost. A potential research direction involves investigating
efficient 3D convolutional blocks and attention-based mechanisms that can capture inter-slice dependencies without compromising speed.
Another important avenue is the fusion of multi-modal data, e.g., combining imaging data with clinical records, pathology reports, or
genomics. Doing so could help MixGANMed generate context-aware synthetic images that are more aligned with real-world diagnostic
decision-making. Key research questions include: How can MixGANMed be adapted to fuse image and text modalities? And what training
strategies can be used to ensure clinical consistency across modalities?

In terms of practical deployment, optimizing MixGANMed for real-time integration with telemedicine platforms presents an impactful
opportunity. For example, MixGANMed could generate realistic cases for training remote healthcare workers or augment datasets used in
Al-powered diagnostic services. These applications could be especially valuable in remote or rural regions, where access to diverse anno-
tated datasets and expert diagnostic input is limited.

In summary, MixGANMed represents a robust, efficient, and generalizable generative framework for medical imaging. Addressing future
research questions around 3D data handling, multi-modal fusion, and telemedicine integration will be key to realizing its full potential in
global healthcare systems.

6. Conclusion

This research introduced MixGANMed, a novel hybrid generative model designed to synthesize high-quality medical images across mul-
tiple diagnostic domains. Empirical results across five benchmark datasets covering Diabetic Retinopathy, Pneumonia, Brain Tumors, Skin
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Cancer, and Leukemia demonstrate that MixGANMed outperforms standard GAN architectures (DCGAN, cGAN, CycleGAN, and
SRGAN) in terms of generator/discriminator loss, training efficiency, and image fidelity. As shown in Table 1, MixGANMed achieves the
lowest loss values across most tasks, while qualitative evaluations confirm that it generates more anatomically accurate and clinically
meaningful images with reduced artifacts.

In addition to superior performance, MixGANMed is computationally efficient, requiring just 0.75 hours of training and 0.67 million
parameters, as reported in Table 2. These attributes make it well-suited for deployment in resource-constrained clinical environments,
where high-performance models with minimal hardware requirements are critically needed. Such efficiency highlights MixGANMed's
potential to support scalable diagnostic model development and data augmentation, particularly in low- and middle-income healthcare
settings where labeled data is scarce.

Importantly, this research also contributes to a broader trend in medical Al: the shift toward multi-modal, generalizable synthesis frame-
works that can adapt across diseases, imaging types, and data scarcity conditions. However, some limitations remain. Future work should
explore the extension of MixGANMed to 3D volumetric data, which is common in modalities like CT and MRI, and evaluate its robustness
in synthesizing images for underrepresented or rare pathologies. Additionally, incorporating multi-source clinical constraints, such as elec-
tronic health records or text reports, could further enhance image realism and diagnostic relevance.

In summary, MixGANMed offers a promising, adaptable framework for advancing medical image synthesis with direct applications in
diagnostic support, data augmentation, and Al model training. Its low-resource design, strong generalization, and multi-domain applica-
bility mark a meaningful step toward democratizing access to diagnostic technologies on a global scale.

7. Ethical and clinical considerations

While synthetic image generation offers immense potential for data augmentation and model training, it also raises several ethical concerns
that must be carefully addressed. Synthetic images may introduce subtle artifacts or inaccuracies that could lead to diagnostic errors if used
without proper oversight. Therefore, all synthetic outputs must undergo validation by qualified medical experts before integration into
clinical decision-making workflows. Furthermore, to ensure transparency, generated images should be explicitly labeled as synthetic when
used in medical datasets or educational materials. This study is currently intended for research purposes only, and the proposed
MixGANMed model has not been validated for clinical use. Future work should involve collaboration with radiologists and clinicians to
evaluate the diagnostic reliability of synthetic outputs in real-world settings, alongside adherence to ethical standards and regulatory guide-
lines.
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