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Abstract

This paper proposes a new modification for the E-Bayesian method of estimation to introduce a new technique namely Quasi E-Bayesian method (or briefly QE-Bayesian). The suggested criteria built in replacing the likelihood function by the quasi likelihood function in the E-Bayesian technique. This study is devoted to evaluate the performance of the new method versus the quasi-Bayesian, quasi-hierarchical Bayesian and quasi-empirical Bayesian approaches in estimating the scale parameter of the Erlang distribution. All estimators are obtained under symmetric loss function [squared error loss (SELF)] and four different asymmetric loss functions [Precautionary loss function (PLF), entropy loss function (ELF), Degroot loss function (DLF) and quadratic loss function (QLF)]. The properties of the QE-Bayesian estimates are introduced and the relations between the QE-Bayes and quasi-hierarchical Bayes estimates are discussed. Comparisons among all estimators are performed in terms of mean square error (MSE) via Monte Carlo simulation.
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1. Introduction

The Erlang distribution has many applications because of its relation to the exponential and gamma distributions. Historically it was first introduced by Erlang [1] to be the distribution of waiting time and message length in telephone traffic. If the durations of individuals calls are obey exponential distribution, then the duration of a succession of calls has an Erlang distribution. The Erlang distribution is the sum of exponential variates and if its shape parameter becomes 2, it transformed to be chi-square distribution with 2k degrees of freedom. Also, the Erlang distribution is a gamma variate with an integer shape parameter. The probability density function (pdf) of the Erlang distribution is

\[ f(x;k,\theta) = \frac{x^{k-1} e^{-\theta x}}{\Gamma(k)} \]

Where \( \theta \) and \( k \) are the scale and shape parameter respectively. Several authors have studied the Erlang distribution; for examples, Harischandra and Rao [2] investigated the problems with classical inferences for the Erlangian queue. Bhattacharyya and Singh [3] obtained a Bayes estimator for the Erlangian queue based on two prior distributions. Fang [4] introduced a study of the hyper-Erlang distribution model and its applications in wireless networks and mobile computing systems. Abdelkader [5] obtained the moments of order statistics from non-identically distributed Erlang distribution. Suri et al [6] applied the Erlang distribution to design a simulator for time estimation of project management process. Haq and Dey [7] obtained the Bayesian estimates of parameters for the Erlang distribution based on various independent informative priors. Bakoban [8] derived the maximum likelihood and bayes estimates for the scale parameter, reliability and cumulative hazard functions under LINEX and entropy loss functions. Khan and Jan [9] obtained the Bayes parameters estimation based on different generalized truncated prior distributions. The method of quasi-likelihood was first proposed by Wedderburn [10] for estimating the parameters in generalized linear model if only there exist a specified relationship between mean and variance of each observation. Wedderburn [10] defined the quasi-likelihood function for an observation \( x \) with mean \( \mu \) and variance \( V(\mu) \) as follows:

\[ \frac{dQ(x;\mu)}{d\mu} = \frac{x - \mu}{V(\mu)} \] (1-2)

Or equivalent by

\[ Q(x;\mu) = \int \frac{x - \mu}{V(\mu)} + \text{function of } X \] (1-3)

Where \( \mu = E(x), \ V(\mu) = \text{var}(x) \). The variance assumption is generalized to \( \text{var}(x) = \phi V(\mu) \), where the variance function \( V(\cdot) \) is assumed to be known and the parameter \( \phi \) may be unknown. Wedderburn [10] also concluded that if the observations are distributed one parameter exponential, then the quasi-likelihood has the same properties of the log-likelihood function and so each of each of them has the similar asymptotic efficiency.

The E-Bayesian estimation is a new criteria of estimation was first proposed by Han [11]. Han [12] obtained the E-Bayes and hierar-
chical Bayes estimates for reliability parameter of the exponential distribution based on type-I censored data and by considering the quadratic loss function. Yin and Liu [13] constructed the E-Bayesian estimation and hierarchical Bayesian estimation techniques for estimating the unknown reliability parameter of the geometric distribution by considering the squared loss function in complete samples. The minimum risk equivariant and E-Bayes estimates for the unknown parameter of the Burr-XII distribution based on entropy loss function in complete samples were obtained by Wei et al [14].

Jaheen and Okasha [15] derived the Bayesian and E-Bayesian estimators for the parameters and reliability function of the Burr-XII distribution based on type-II censoring and by considering the squared error loss and LINEX loss functions. Cai et al [16] used the E-Bayesian estimation method for forecasting of security investment. Okasha [17] applied the maximum likelihood, Bayesian and E-Bayesian approaches for estimating the unknown scale parameter, reliability and hazard functions of the Weibull distribution based on type-II censoring and by considering the squared error loss function. Wu [18] proposed the Bayesian estimation and E-Bayesian estimation techniques in a new integral interval for estimating the failure probability under zero-failure data and by considering the quadratic loss function. Azimi et al [19] obtained the Bayes and E-Bayes estimates for the parameter and reliability function of the generalised half Logistic distribution based on progressively type-II censored data and by considering the squared error loss and LINEX loss functions. Javadkani et al [20] constructed the Bayes, empirical Bayes and E-Bayes methods for estimating the unknown shape parameter and the reliability function of the two parameter bathtub-shaped lifetime distribution based on progressively first-failure-censoring and by considering the minimum expected loss and LINEX loss functions. Liu et al [21] obtained the E-Bayes and hierarchical estimates for the unknown parameter of the Rayleigh distribution based on q-symmetric loss function in complete samples. Okasha [22] derived the Bayesian and the E-Bayesian estimates of the scale parameter, reliability and hazard functions of the Lomax distribution under type-II censoring and by considering the balanced squared error loss function. Reyad and Othman [23] obtained the Bayesian and E-Bayesian estimates for the shape parameter of the Gumbell type-II distribution based on type-II censoring and by considering squared error, LINEX, Degroot, quadratic and minimum expected loss functions. Reyad and Othman [24] constructed the Bayes and E-Bayes approaches for estimating the unknown shape parameter of the Kumaraswamy distribution based on type-II censored data and by considering squared error, LINEX, Degroot, quadratic. Reyad et al [25] obtained the Bayes, E-Bayes, hierarchical Bayes and empirical Bayes estimates of the unknown shape parameter and hazard function of the Gompertz distribution based on type-II censoring and by considering squared error loss, quadratic loss entropy loss and LINEX functions. The main object of this study is suggested a new modification for the E-Bayes method of estimation to yield a new technique namely quasi-E-Bayes method (or briefly QE-Bayes). The new method is compared with other three different techniques; quasi-Bayes, quasi-hierarchical Bayes and quasi-empirical Bayes for estimating the scale parameter associated to the Erlang distribution. The resulting estimates are obtained based on symmetric and different asymmetric loss functions. The properties of the new method are discussed and the relations with the quasi-hierarchical Bayes estimates are also investigated. All outcomes obtained in this article showed that the proposed method is more efficient and easy to operate. The remainder of this paper is organized as follow. In Section 2, the quasi-Bayes estimates of the parameter \( \theta \) are derived under SELF, PLF, ELF, DLF and QLF. The QE-Bayes estimates are obtained of the parameter \( \theta \) under SELF, PLF, ELF, DLF and QLF in Section 3. In Section 4, 5, the quasi-hierarchical Bayes and quasi-empirical Bayes estimates of the parameter \( \theta \) are derived under SELF, PLF, ELF, DLF and QLF respectively. In Section 6, the properties of the QE-Bayes estimates are investigated and the relations among the QE-Bayes and quasi-hierarchical Bayes estimates are derived. In Section 7, a Monte Carlo simulation is performed to compare the performance of the resulting estimates. Some concluding remarks have been given in the last Section.

2. The quasi-Bayesian estimation

In this section, we will obtain the quasi-Bayes estimates of the scale parameter of the Erlang distribution by considering symmetric loss function [squared error loss (SELF)] and four different asymmetric loss functions [Precautionary loss function (PLF), entropy loss function (ELF), Degroot loss function (DLF) and quadratic loss function (QLF)]. The mean and variance of the Erlang distribution given in (1-1) is given by

\[
\mu = E(x) = \theta k, \quad \nu(x) = \theta^2 k = \phi(\mu)
\]

(2-1)

Where

\[
\mu = E(x) = \theta k, \quad \nu(x) = \theta^2 k = \phi(\mu)
\]

(2-2)

Thus for a random sample of size \( n \), the quasi-likelihood function can be obtained for the Erlang distribution by using (1-2) and (1-3) in (1-1) to be

\[
\frac{\partial^2}{\partial \mu^2} \log Q(x; \mu) = \frac{n x - n \mu}{n} = \frac{\hat{\mu}}{\mu}
\]

(2-3)

Which gives

\[
Q(x; \mu) = \frac{n x}{n} 
\]

(2-4)

We can obtain the quasi-likelihood function as a function in \( \theta \) and \( k \) by using (2-1) in (2-4) to be

\[
Q(x; 0, k) = \ln(\theta k)^n x^2 = n \theta k
\]

(2-5)

The natural exponential of the quasi-likelihood function is given by

\[
\exp\{Q(x; 0, k)\} = (\theta k)^n x^2 e^{-\mu}
\]

(2-6)

Assuming \( k \) is known, then the quasi-likelihood function become

\[
\exp\{Q(x; \theta)\} = \theta e^{-\mu}
\]

(2-7)

Where

\[
w = \frac{n x}{n}
\]

(2-8)

We can use the exponential distribution as a conjugate prior distribution of \( \theta \) with rate parameter \( a \) and its pdf given by

\[
g(\theta | a) = a e^{-\theta a}, \quad \theta > 0, a > 0
\]

(2-9)

In quasi-Bayesian estimation approach, the likelihood function is replaced by the natural exponential of the quasi-likelihood function. Combining (2-7) and (2-9), the quasi posterior distribution of \( \theta \) can be obtained as

\[
\frac{h_1(\theta | k)}{\Gamma(a + nk) e^{-\theta a}}
\]

(2-10)
2.1. The quasi-Bayesian estimation under squared error loss function (SELF)

A commonly used loss function is the square error function (SELF) introduced by Mood et al. (26) as follows:

\[ L(\hat{\theta}, \theta) = (\hat{\theta} - \theta)^2, \quad k > 0 \] (2-11)

Where \( \hat{\theta} \) is an estimator of \( \theta \) and \( r \) is the scale of the loss function. The scale \( r \) is often taken equal to one which has no effect on the Bayes estimates. This loss function is symmetric in nature, i.e., it gives equal importance to both over and under estimation. The quasi-Bayes estimator of \( \theta \) denoted by \( \hat{\theta}_{\text{qs}} \) can be obtained as

\[ \hat{\theta}_{\text{qs}} = E(\theta | k) \] (2-12)

Where \( E \) indicated to the expectation of the quasi posterior distribution. We can derived \( \hat{\theta}_{\text{qs}} \) by using (2-10) in (2-12) to be

\[ \hat{\theta}_{\text{qs}} = \frac{w + 1}{a + nk} \] (2-13)

2.2. The quasi-Bayesian estimation under precautionary loss function (PLF)

Nostrom [27] defined the precautionary loss function (PLF) as follows:

\[ L(\hat{\theta}, \theta) = \text{sgn}(\hat{\theta} - \theta), \quad k > 0 \] (2-14)

The quasi-Bayes estimator of \( \theta \) based on PLF denoted by \( \hat{\theta}_{\text{qs}} \) can be obtained as

\[ \hat{\theta}_{\text{qs}} = \left[ E(\theta | k) \right]^{+} \] (2-15)

We can derived \( \hat{\theta}_{\text{qs}} \) by using (2-10) in (2-15) to be

\[ \hat{\theta}_{\text{qs}} = \sqrt{(w + 1)(w + 2)} \] (2-16)

2.3. The quasi-Bayesian estimation under entropy loss function (ELF)

Day et al [28] have discussed the entropy loss function (ELF) of the form

\[ L(\hat{\theta}, \theta) = \text{sgn}(\hat{\theta} - \theta) - \ln \left( \frac{\hat{\theta}}{\theta} \right) - 1 \] (2-17)

The quasi-Bayes estimator of \( \theta \) relative to ELF denoted by \( \hat{\theta}_{\text{qs}} \) can be obtained as

\[ \hat{\theta}_{\text{qs}} = \left[ E(\theta | k) \right]^{+} \] (2-18)

We can obtain \( \hat{\theta}_{\text{qs}} \) by using (2-10) in (2-18) to be

\[ \hat{\theta}_{\text{qs}} = \frac{w}{a + nk} \] (2-19)

2.4. The quasi-Bayesian estimation under Degroot loss function (DLF)

The Degroot loss function (DLF) is defined by Degroot [29] to be

\[ L(\hat{\theta}, \theta) = \frac{\theta - \hat{\theta}}{\theta} \] (2-20)

The quasi-Bayes estimator relative to DLF denoted by \( \hat{\theta}_{\text{qs}} \) can be obtained as

\[ \hat{\theta}_{\text{qs}} = \frac{E(\theta | k)}{E(\theta | k)} \] (2-21)

We can obtain \( \hat{\theta}_{\text{qs}} \) by using (2-10) in (2-21) to be

\[ \hat{\theta}_{\text{qs}} = \frac{w + 1}{a + nk} \] (2-22)

2.5. The quasi-Bayesian estimation under quadratic loss function (QLF)

Bhuiyan et al. [30] defined the quadratic loss function (QLF) as follows:

\[ L(\hat{\theta}, \theta) = (\hat{\theta} - \theta)^2 \] (2-23)

The quasi-Bayes estimator of \( \theta \) based on QLF denoted by \( \hat{\theta}_{\text{qs}} \) can be obtained as

\[ \hat{\theta}_{\text{qs}} = \frac{E(\theta | k)}{E(\theta | k)} \] (2-24)

We can derived \( \hat{\theta}_{\text{qs}} \) by using (2-10) in (2-24) to be

\[ \hat{\theta}_{\text{qs}} = \frac{w - 1}{a + nk} \] (2-25)

3. The quasi-E-Bayesian estimation

In this section, we have derived the quasi-E-Bayes estimates for the scale parameter of the Erlang distribution by considering symmetric loss function [squared error loss (SELF)] and four different asymmetric loss functions [Precautionary loss function (PLF), entropy loss function (ELF), Degroot loss function (DLF) and quadratic loss function (QLF)]. Based on Han [30], the hyper parameter \( a \) must be choosing to guarantee that \( g(\theta | a) \) given in (2-9) is a decreasing function of \( \theta \). The derivative of \( g(\theta | a) \) with respect to \( \theta \) is

\[ \frac{dg(\theta | a)}{d\theta} = (-a') \exp[-a\theta] \] (3-1)

Note that \( a > 0 \) and \( \theta > 0 \) leads to for any value of \( 0 < a < \infty \), imply to \( \frac{dg(\theta | a)}{d\theta} < 0 \), and therefore \( g(\theta | a) \) is a decreasing function of \( \theta \). Consequently, it is convention to choose the hyper parameter \( a \) under the restriction \( 0 < a < c \), where \( c \) is a given upper bound (\( c \) is a positive constant).

**Definition:** Let \( \hat{\theta}(x) \) be continuous, if

\[ \int \hat{\theta}(x) \pi(x) dx < \infty \]
Then
\[
\hat{\theta}_{\pi} = \int \hat{\theta}_{\pi}(a) \pi(a) da
\]  
(3-2)

Is called the QE-Bayesian estimation (expected quasi-Bayesian estimation) of \( \theta \), where \( \Omega \) is the set of all possible value of \( a \), \( \hat{\theta}_{\pi}(a) \) is the quasi-Bayes estimate of \( \theta \) with the hyper parameter \( a \) and \( \pi(a) \) is the prior distribution corresponding to the hyper parameter \( a \) over \( \Omega \).

3.1. The QE-Bayesian estimation under squared error loss function (SELF)

The QE-Bayesian estimates of \( \theta \) are derived depending on three different distributions of the hyper parameter \( a \). These distributions are used to study the impact of the different prior distributions on the QE-Bayesian estimation of \( \theta \). The following distributions of \( a \) may be used:

\[\pi(a) = \frac{1}{c}, \quad 0 < a < c\]  
(3-3)

\[\pi(a) = \frac{2a}{c}, \quad 0 < a < c\]  
(3-4)

\[\pi(a) = \frac{2(c-a)}{c}, \quad 0 < a < c\]  
(3-5)

We can obtain the QE-Bayesian estimate of \( \theta \) relative to SELF based on \( \pi(a) \) which is denoted as \( \hat{\theta}_{\pi} \) by using (2-13) and (3-3) in (3-2) to be

\[
\hat{\theta}_{\pi} = \int \left( \frac{w+1}{a+nk} \right) \left( \frac{2a}{c} \right) da = \left( \frac{2(w+1)}{c} \right) \ln \left( 1 + \frac{c}{nk} \right)
\]  
(3-6)

Similarly, we can derive the QE-Bayesian estimates of \( \theta \) relative to SELF based on \( \pi(a) \) and \( \pi(a) \) which are denoted as \( \hat{\theta}_{\pi}, \hat{\theta}_{\pi} \) by using (2-13), (3-4) in (3-2) and (2-13), (3-5) in (3-2) respectively to be

\[
\hat{\theta}_\pi = \int \left( \frac{w+1}{a+nk} \right) \left( \frac{2a}{c} \right) da = \left( \frac{2(w+1)}{c} \right) \ln \left( 1 + \frac{c}{nk} \right)
\]  
(3-7)

And

\[
\hat{\theta}_\pi = \int \left( \frac{w+1}{a+nk} \right) \left( \frac{2(c-a)}{c} \right) da = \left( \frac{2(w+1)}{c} \right) \ln \left( 1 + \frac{c}{nk} \right) - 1
\]  
(3-8)

3.2. The QE-Bayesian estimation under precautionary loss function (PLF)

We can obtain the QE-Bayesian estimate of \( \theta \) relative to PLF based on \( \pi(a) \) which is denoted as \( \hat{\theta}_{\pi} \) by using (2-16) and (3-3) in (3-2) to be

\[
\hat{\theta}_{\pi} = \int \left( \frac{\sqrt{w+1(w+2)}}{a+nk} \right) \left( \frac{2a}{c} \right) da = \left( \frac{2(w+1)}{c} \right) \ln \left( 1 + \frac{c}{nk} \right)
\]  
(3-9)

Also, we can derive the QE-Bayesian estimates of \( \theta \) relative to PLF based on \( \pi(a) \) and \( \pi(a) \) which are denoted as \( \hat{\theta}_{\pi}, \hat{\theta}_{\pi} \) by using (2-16), (3-4) in (3-2) and (2-16), (3-5) in (3-2) respectively to be

\[
\hat{\theta}_{\pi} = \int \left( \frac{\sqrt{w+1(w+2)}}{a+nk} \right) \left( \frac{2a}{c} \right) da = \left( \frac{2(w+1)}{c} \right) \ln \left( 1 + \frac{c}{nk} \right)
\]  
(3-10)

And

\[
\hat{\theta}_{\pi} = \int \left( \frac{\sqrt{w+1(w+2)}}{a+nk} \right) \left( \frac{2(c-a)}{c} \right) da = \left( \frac{2(w+1)}{c} \right) \ln \left( 1 + \frac{c}{nk} \right) - 1
\]  
(3-11)

3.3. The QE-Bayesian estimation under entropy loss function (ELF)

We can get the QE-Bayesian estimate of \( \theta \) relative to ELF based on \( \pi(a) \) which is denoted as \( \hat{\theta}_{\pi} \) by using (2-19) and (3-3) in (3-2) to be

\[
\hat{\theta}_{\pi} = \int \left( \frac{w}{a+nk} \right) \left( \frac{1}{c} \right) da = \left( \frac{w}{c} \right) \ln \left( 1 + \frac{c}{nk} \right)
\]  
(3-12)

And

\[
\hat{\theta}_{\pi} = \int \left( \frac{w}{a+nk} \right) \left( \frac{2(c-a)}{c} \right) da = \left( \frac{2w}{c} \right) \ln \left( 1 + \frac{c}{nk} \right)
\]  
(3-13)

And

\[
\hat{\theta}_{\pi} = \int \left( \frac{w}{a+nk} \right) \left( \frac{2(c-a)}{c} \right) da = \left( \frac{2w}{c} \right) \ln \left( 1 + \frac{c}{nk} \right) - 1
\]  
(3-14)

3.4. The QE-Bayesian estimation under Degroot loss function (DLF)

We can get the QE-Bayesian estimate of \( \theta \) relative to DLF based on \( \pi(a) \) which is denoted as \( \hat{\theta}_{\pi} \) by using (2-22) and (3-3) in (3-2) to be

\[
\hat{\theta}_{\pi} = \int \left( \frac{w+2}{a+nk} \right) \left( \frac{1}{c} \right) da = \left( \frac{w+2}{c} \right) \ln \left( 1 + \frac{c}{nk} \right)
\]  
(3-15)

And

\[
\hat{\theta}_{\pi} = \int \left( \frac{w+2}{a+nk} \right) \left( \frac{2(c-a)}{c} \right) da = \left( \frac{2w+2}{c} \right) \ln \left( 1 + \frac{c}{nk} \right)
\]  
(3-16)
And
\[ \hat{\theta}_{\text{qua}} = \int \left( \frac{w+2}{a+\text{nk}} \right) \left( \frac{2(c-a)}{c} \right) \text{da} \]
\[ = \frac{2(w+2)}{c} \left( 1 + \frac{c}{\text{nk}} \right) \ln \left( 1 + \frac{c}{\text{nk}} \right) - 1 \]
\[ (3-17) \]

3.5. The QE-Bayesian estimation under quadratic loss function (QLF)

We can get the QE-Bayesian estimate of \( \theta \) relative to QLF based on \( \pi(a) \) which is denoted as \( \hat{\theta}_{\text{qua}} \), by using (2-25) and (3-3) in (3-2) to be
\[ \hat{\theta}_{\text{qua}} = \int \left( \frac{w-1}{a+\text{nk}} \right) \frac{2a}{c} \text{da} \]
\[ = \frac{2(w-1)}{c} \left[ 1 - \frac{nk}{c} \ln \left( 1 + \frac{c}{\text{nk}} \right) \right] \]
\[ (3-18) \]

Also, we can derive the QE-Bayesian estimates of \( \theta \) relative to DLF based on \( \pi(a) \) and \( \pi(a) \) which are denoted as \( \hat{\theta}_{\text{qua}}, \hat{\theta}_{\text{qua}} \), by using (2-25), (3-4) in (3-2) and (2-25), (3-5) in (3-2) respectively to
\[ \hat{\theta}_{\text{qua}} = \int \left( \frac{w-1}{a+\text{nk}} \right) \frac{2a}{c} \text{da} \]
\[ = \frac{2(w-1)}{c} \left[ 1 - \frac{nk}{c} \ln \left( 1 + \frac{c}{\text{nk}} \right) \right] \]
\[ (3-19) \]

And
\[ \hat{\theta}_{\text{qua}} = \int \left( \frac{w+2}{a+\text{nk}} \right) \frac{2(c-a)}{c} \text{da} \]
\[ = \frac{2(w+2)}{c} \left[ 1 + \frac{nk}{c} \ln \left( 1 + \frac{c}{\text{nk}} \right) \right] \]
\[ (3-20) \]

4. Quasi-hierarchical Bayesian estimation

In this section, we have obtained the quasi-hierarchical Bayes estimates for the scale parameter of the Erlang distribution by considering symmetric loss function [squared error loss (SELF)] and four different asymmetric loss functions [Precautionary loss function (PLF), entropy loss function (ELF), Degroot loss function (DLF) and quadratic loss function (QLF)]. According to Lindley and Smith [32], if \( a \) is a hyper parameter in 0, the prior density function of \( \theta \) is \( g(\theta) \) given in (2-9) and the prior density functions of the hyper parameter \( a \) is given in (3-3), (3-4) and (3-5), then the corresponding quasi hierarchical prior density functions of \( \theta \) are given as following:
\[ \pi_{\text{i}}(\theta) = \int \left( a e^{-\theta} \right) \left( \frac{1}{c} \right) \text{da} = \frac{1}{c} \int a e^{-\theta} \text{da}, \]
\[ (4-1) \]
\[ \pi_{\text{i}}(\theta) = \int \left( a e^{-\theta} \right) \left( \frac{2a}{c} \right) \text{da} = \frac{2}{c} \int a e^{-\theta} \text{da}, \]
\[ (4-2) \]

And
\[ \pi_{\text{i}}(\theta) = \int \left( a e^{-\theta} \right) \left( \frac{2(c-a)}{c} \right) \text{da} = \frac{2}{c} \int a(c-a) e^{-\theta} \text{da}, \]
\[ (4-3) \]

The associated quasi hierarchical posterior density functions of \( \theta \) can be derived by combining (2-7), (4-1), (4-2) and (4-3) to be
\[ h_{\text{i}}(\theta|k) = \frac{\exp[Q(x;\theta)]\pi_{\text{i}}(\theta)}{\int \exp[Q(x;\theta)]\pi_{\text{i}}(\theta) \text{d}\theta} \]
\[ = \frac{\int a^{\theta} e^{-\theta} \text{da}}{\Gamma(w+1)\int a[a+\text{nk}]^{-\theta} \text{da}}, \]
\[ (4-4) \]

And
\[ h_{\text{i}}(\theta|k) = \frac{\exp[Q(x;\theta)]\pi_{\text{i}}(\theta)}{\int \exp[Q(x;\theta)]\pi_{\text{i}}(\theta) \text{d}\theta} \]
\[ = \frac{\int a^{\theta} e^{-\theta} \text{da}}{\Gamma(w+1)\int a[a+\text{nk}]^{-\theta} \text{da}}, \]
\[ (4-5) \]

4.1. The quasi-hierarchical Bayesian estimation under squared error loss function (SELF)

The quasi-hierarchical Bayes estimates of \( \theta \) based on SELF denoted by \( \hat{\theta}_{\text{qua}}(i=1,2,3) \) can be obtained as
\[ \hat{\theta}_{\text{qua}} = E_{i}(\theta|k), \quad i = 1,2,3 \]
\[ (4-7) \]

Where \( E_{i} \) referred to the expectation of the quasi hierarchical posterior distribution. We can derived \( \hat{\theta}_{\text{qua}}(i=1,2,3) \) by using (4-4), (4-5) and (4-6) in (4-7) to be
\[ \hat{\theta}_{\text{qua}} = \frac{(w+1)\int a[a+\text{nk}]^{-\theta} \text{da}}{\int a[a+\text{nk}]^{-\theta} \text{da}}, \]
\[ (4-8) \]

And
\[ \hat{\theta}_{\text{qua}} = \frac{(w+1)\int a[\text{c-a}]^{\theta} \text{da}}{\int a[\text{c-a}]^{\theta} \text{da}}, \]
\[ (4-9) \]

And
\[ \hat{\theta}_{\text{qua}} = \frac{(w+1)\int a[\text{c-a}]^{\theta} \text{da}}{\int a[\text{c-a}]^{\theta} \text{da}}, \]
\[ (4-10) \]

Unfortunately, there is no closed form for \( \hat{\theta}_{\text{qua}}(i=1,2,3) \) given in (4-8), (4-9) and (4-10). So, numerical computations and computer facilities are needed for calculating \( \hat{\theta}_{\text{qua}}(i=1,2,3) \).

4.2. The quasi-hierarchical Bayesian estimation under precautionary loss function (PLF)

The quasi-hierarchical Bayes estimates of \( \theta \) based on QLF denoted by \( \hat{\theta}_{\text{qua}}(i=1,2,3) \) can be obtained as
\[ \hat{\theta}_{\text{qua}} = E_{i}(\theta|k), \quad i = (1,2,3) \]
\[ (4-11) \]

We can derived \( \hat{\theta}_{\text{qua}} (i=1,2,3) \) by using (4-4), (4-5) and (4-6) in (4-11) to be
\[ \hat{\theta}_{\text{qua}} = \sqrt{ \frac{(w+1)(w+2)\int a[a+\text{nk}]^{-\theta} \text{da}}{\int a[a+\text{nk}]^{-\theta} \text{da}} }, \]
\[ (4-12) \]
\[ \hat{\theta}_{\text{seq}} = \sqrt{\frac{(w+1)(w+2)}{2} \int [\hat{a} + a + nk]^{-1}} \int a [a + nk]^{-1} \, da. \]  
(4-13)

And
\[ \hat{\theta}_{\text{seq}} = \sqrt{\frac{(w+1)(w+2)}{2} \int [a(c-a)+a + nk]^{-1}} \int [a(c-a)+a + nk]^{-1} \, da. \]  
(4-14)

The integrals in (4-12), (4-13) and (4-14) cannot be computed analytically in simple closed form, it calculating numerically by using computer facilities.

4.3. The quasi-hierarchical Bayesian estimation under entropy loss function (ELF)

The quasi-hierarchical Bayes estimates of \( \theta \) based on ELF denoted by \( \hat{\theta}_{\text{seq}}(i=1,2,3) \) can be obtained as
\[ \hat{\theta}_{\text{seq}} = \left[ E_{\{\theta \} | k} \right]^{-1} \quad i=1,2,3 \]  
(4-15)

We can derived \( \hat{\theta}_{\text{seq}}(i=1,2,3) \) by using (4-4), (4-5) and (4-6) in (4-15) to be
\[ \hat{\theta}_{\text{seq}} = \frac{w_i}{[\hat{a} + a + nk]} \, da, \]  
(4-16)
\[ \hat{\theta}_{\text{seq}} = \frac{w_i}{[\hat{a} + a + nk]} \, da, \]  
(4-17)
And
\[ \hat{\theta}_{\text{seq}} = \frac{w_i [a(c-a)+a + nk]}{[a(c-a)+a + nk]} \, da. \]  
(4-18)

Also, there is no closed form for \( \hat{\theta}_{\text{seq}}(i=1,2,3) \) given in (4-16), (4-17) and (4-18). So, numerical computations and computer facilities are needed for calculating \( \hat{\theta}_{\text{seq}}(i=1,2,3) \).

4.4. The quasi-hierarchical Bayesian estimation under Degroot loss function (DLF)

The quasi-hierarchical Bayes estimates of \( \theta \) based on DLF denoted by \( \hat{\theta}_{\text{seq}}(i=1,2,3) \) can be obtained as
\[ \hat{\theta}_{\text{seq}} = \frac{E_{\{\theta \} | k}}{E_{\{\theta \} | k}} \quad i=1,2,3 \]  
(4-19)

We can derived \( \hat{\theta}_{\text{seq}}(i=1,2,3) \) by using (4-4), (4-5) and (4-6) in (4-19) to be
\[ \hat{\theta}_{\text{seq}} = \frac{(w+2)w_i}{[\hat{a} + a + nk]} \, da, \]  
(4-20)
\[ \hat{\theta}_{\text{seq}} = \frac{(w+2)w_i}{[\hat{a} + a + nk]} \, da, \]  
(4-21)
And
\[ \hat{\theta}_{\text{seq}} = \frac{(w+2)w_i [a(c-a)+a + nk]}{[a(c-a)+a + nk]} \, da. \]  
(4-22)

The integrals in (4-20), (4-21) and (4-22) are very complicated and cannot be solved analytically in simple closed form, it calculating numerically by using computer facilities.

4.5. The quasi-hierarchical Bayesian estimation under quadratic loss function (QLF)

The quasi-hierarchical Bayes estimates of \( \theta \) based on QLF denoted by \( \hat{\theta}_{\text{seq}}(i=1,2,3) \) can be obtained as
\[ \hat{\theta}_{\text{seq}} = \frac{E_{\{\theta \} | k}}{E_{\{\theta \} | k}} \quad i=1,2,3 \]  
(4-23)

We can derived \( \hat{\theta}_{\text{seq}}(i=1,2,3) \) by using (4-4), (4-5) and (4-6) in (4-23) to be
\[ \hat{\theta}_{\text{seq}} = \frac{(w+1)\int [a(a+nk)]^{-1}}{\int [a(a+nk)]^{-1}} \, da, \]  
(4-24)
\[ \hat{\theta}_{\text{seq}} = \frac{(w+1)\int [a(a+nk)]^{-1}}{\int [a(a+nk)]^{-1}} \, da, \]  
(4-25)
And
\[ \hat{\theta}_{\text{seq}} = \frac{(w+1)\int [a(c-a)+a + nk]}{\int [a(c-a)+a + nk]} \, da. \]  
(4-26)

The integrals in (4-24), (4-25) and (4-26) are very complicated and cannot be solved analytically in simple closed form, it calculating numerically by using computer facilities.

5. The quasi-empirical Bayesian estimation

In this section, we have concerned to obtain the quasi-empirical Bayes estimates for the scale parameter of the Erlang distribution by considering symmetric loss function [squared error loss (SELF)] and four different asymmetric loss functions [Precautionary loss function (PLF), entropy loss function (ELF), Degroot loss function (DLF) and quadratic loss function (QLF)]. The Bayes approach assumed that the hyper parameter a is known. When a is unknown, we may use the empirical Bayes criteria to get its estimates from the likelihood function and probability density function of the prior distribution [33]. Now, from (2-7) and (2-9), the marginal distribution of \( x \) given \( a \) is obtained as:
\[ f(x|a) \propto \int \exp[Q(x;0)]g(\theta|a)d\theta \propto a(a + nk)^{w-1} \]  
(5-1)

By taking the natural log for (5-1), we get
\[ \log f(x|a) \propto \log a - (w+1) \log (a+nk) \]  
(5-2)

By taking the derivative for (5-2) and setting it equal to zero, we obtain
\[ \frac{\partial \log f(x|a)}{\partial a} \bigg|_{a=}\frac{1}{a} (w+1) = 0 \]  
(5-3)

By solving (5-3) for \( \hat{a} \) which is the quasi-maximum likelihood estimator of \( a \) to be
\[ \hat{a} = \frac{nk}{w} \]  
(5-4)
5.1. The quasi-empirical Bayesian estimation under squared error loss function (SELF)

The quasi-empirical Bayes estimate of \( \theta \) based on SELF denoted as \( \hat{\theta}_{\text{emo}} \) can be obtained by replacing \( \hat{a} \) in (5-4) instead of \( a \) in (2-13) to be

\[
\hat{\theta}_{\text{emo}} = \frac{w}{nk} \sum_{i=1}^{3} \frac{w_i}{w+1}
\] (5-5)

5.2. The quasi-empirical estimation under precautionary loss function (PLF)

The quasi-empirical Bayes estimate of \( \theta \) based on PLF denoted as \( \hat{\theta}_{\text{emo}} \) can be obtained by replacing \( \hat{a} \) in (5-4) instead of \( a \) in (2-16) to be

\[
\hat{\theta}_{\text{emo}} = \frac{w}{nk} \sum_{i=1}^{3} \frac{w_i}{w+1}
\] (5-6)

5.3. The quasi-empirical estimation under entropy loss function (ELF)

The quasi-empirical Bayes estimate of \( \theta \) based on ELF denoted as \( \hat{\theta}_{\text{emo}} \) can be obtained by replacing \( \hat{a} \) in (5-4) instead of \( a \) in (2-19) to be

\[
\hat{\theta}_{\text{emo}} = \frac{w}{nk(w+1)}
\] (5-7)

5.4. The quasi-empirical Bayesian estimation under degroot loss function (DLF)

The quasi-empirical Bayes estimate of \( \theta \) based on DLF denoted as \( \hat{\theta}_{\text{emo}} \) can be obtained by replacing \( \hat{a} \) in (5-4) instead of \( a \) in (2-22) to be

\[
\hat{\theta}_{\text{emo}} = \frac{w(w+2)}{nk(w+1)}
\] (5-8)

5.5. The quasi-empirical Bayesian estimation under quadratic loss function (QLF)

The quasi-empirical Bayes estimate of \( \theta \) based on DLF denoted as \( \hat{\theta}_{\text{emo}} \) can be obtained by replacing \( \hat{a} \) in (5-4) instead of \( a \) in (2-25) to be

\[
\hat{\theta}_{\text{emo}} = \frac{w(w-1)}{nk(w+1)}
\] (5-9)

6. Properties of quasi-E-Bayesian estimation

In this section, we discuss the relations between the QE-Bayesian estimators and the quasi-empirical Bayesian estimators.

6.1. The relations between the QE-Bayesian estimates

In this subsection, we shall derive the relation the QE-Bayesian estimates.

6.1.1. Relations among \( \hat{\theta}_{\text{emo}} \) (i = 1, 2, 3)

**Lemma 1:** It follows from (3-6), (3-7) and (3-8) that

i) \( \hat{\theta}_{\text{emo}} < \hat{\theta}_{\text{emo}} < \hat{\theta}_{\text{emo}} \)

ii) \( \lim \hat{\theta}_{\text{emo}} = \lim \hat{\theta}_{\text{emo}} = \lim \hat{\theta}_{\text{emo}} \)

Proof. See Appendix (1).

6.1.2. Relations among \( \hat{\theta}_{\text{emo}} \) (i = 1, 2, 3)

**Lemma 2:** It follows from (3-9), (3-10) and (3-11) that

i) \( \hat{\theta}_{\text{emo}} < \hat{\theta}_{\text{emo}} < \hat{\theta}_{\text{emo}} \)

ii) \( \lim \hat{\theta}_{\text{emo}} = \lim \hat{\theta}_{\text{emo}} = \lim \hat{\theta}_{\text{emo}} \)

Proof. See Appendix (1).

6.1.3. Relations among \( \hat{\theta}_{\text{emo}} \) (i = 1, 2, 3)

**Lemma 3:** It follows from (3-12), (3-13) and (3-14) that

i) \( \hat{\theta}_{\text{emo}} < \hat{\theta}_{\text{emo}} < \hat{\theta}_{\text{emo}} \)

ii) \( \lim \hat{\theta}_{\text{emo}} = \lim \hat{\theta}_{\text{emo}} = \lim \hat{\theta}_{\text{emo}} \)

Proof. See Appendix (1).

6.1.4. Relations among \( \hat{\theta}_{\text{emo}} \) (i = 1, 2, 3)

**Lemma 4:** It follows from (3-15), (3-16) and (3-17) that

i) \( \hat{\theta}_{\text{emo}} < \hat{\theta}_{\text{emo}} < \hat{\theta}_{\text{emo}} \)

ii) \( \lim \hat{\theta}_{\text{emo}} = \lim \hat{\theta}_{\text{emo}} = \lim \hat{\theta}_{\text{emo}} \)

Proof. See Appendix (1).

6.1.5. Relations among \( \hat{\theta}_{\text{emo}} \) (i = 1, 2, 3)

**Lemma 5:** It follows from (3-18), (3-19) and (3-20) that

i) \( \hat{\theta}_{\text{emo}} < \hat{\theta}_{\text{emo}} < \hat{\theta}_{\text{emo}} \)

ii) \( \lim \hat{\theta}_{\text{emo}} = \lim \hat{\theta}_{\text{emo}} = \lim \hat{\theta}_{\text{emo}} \)

Proof. See Appendix (1).

6.2. The relations between the QE-Bayesian and quasi-hierarchical Bayesian estimates

In this subsection, we shall construct the relations between the QE-Bayesian and the quasi-hierarchical Bayesian estimators.
Proof. See Appendix (2).

6.2.2. Relations among $\hat{\theta}_{\text{pars}}, \tilde{\theta}_{\text{pars}} (i = 1, 2, 3)$

Lemma 7: It follows from (3-9), (3-10), (3-11), (4-12), (4-13) and (4-14) that

$$\lim_{n \to \infty} \hat{\theta}_{\text{pars}} = \lim \tilde{\theta}_{\text{pars}} (i = 1, 2, 3)$$

Proof. See Appendix (2).

6.2.3. Relations among $\hat{\theta}_{\text{pars}}, \tilde{\theta}_{\text{pars}} (i = 1, 2, 3)$

Lemma 8: It follows from (3-12), (3-13), (3-14), (4-16), (4-17) and (4-18) that

$$\lim_{n \to \infty} \hat{\theta}_{\text{pars}} = \lim \tilde{\theta}_{\text{pars}} (i = 1, 2, 3)$$

Proof. See Appendix (2).

6.2.4. Relations among $\hat{\theta}_{\text{pars}}, \tilde{\theta}_{\text{pars}} (i = 1, 2, 3)$

Lemma 9: It follows from (3-15), (3-16), (3-17), (4-20), (4-21) and (4-22) that

$$\lim_{n \to \infty} \hat{\theta}_{\text{pars}} = \lim \tilde{\theta}_{\text{pars}} (i = 1, 2, 3)$$

Proof. See Appendix (2).

6.2.5. Relations among $\hat{\theta}_{\text{pars}}, \tilde{\theta}_{\text{pars}} (i = 1, 2, 3)$

Lemma 10: It follows from (3-18), (3-19), (3-20), (4-24), (4-25) and (4-26) that

$$\lim_{n \to \infty} \hat{\theta}_{\text{pars}} = \lim \tilde{\theta}_{\text{pars}} (i = 1, 2, 3)$$

Proof. See Appendix (2).

7. Monte Carlo simulation

This section investigated a Monte Carlo simulation study to evaluate the performance of different estimators for the scale parameter corresponding to the Erlang distribution discussed in the preceding sections. The simulation structure consists of five basic steps which are:

**Step (1):** Set the default values (true values) of $\kappa$ and $c$ which are 3 and 5 respectively. We considered different sample sizes to observe their effect on the estimates in small, moderate and large dataset which are

<table>
<thead>
<tr>
<th>small samples</th>
<th>moderate samples</th>
<th>large samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>5, 10</td>
<td>15, 20, 25</td>
</tr>
<tr>
<td></td>
<td>40, 50, 60, 70</td>
<td></td>
</tr>
</tbody>
</table>

**Step (2):** For these cases, we generate $a$ from the uniform prior distributions $(0, c)$ given in (3-3), (3-4) and (3-5). For given values of $a$, we generate $\theta$ from the exponential prior distribution given in (2-9).

**Step (3):** For known values of $\kappa$, samples are generated from the Erlang distribution given in (1-1) through the adoption of inverse transformation method, by solving the following equation numerically

$$U = 1 - e^{-\kappa x} \frac{t}{x}$$

Where $U$ is a random variable distributed according to uniform distribution on the period $(0,1)$.

**Step (4):** Calculate the quasi-Bayes, QEB-Bayes, quasi-hierarchical Bayes and quasi-empirical Bayes estimates of the unknown scale parameter associated to the Erlang distribution according to the formulas that have been obtained.

**Step (5):** We repeated this process 1000 times and compute the mean square error (MSE) for the estimates for different sample sizes and given values of $\kappa$, c where

$$\text{MSE}(\hat{\theta}) = \frac{1}{1000} \sum (\hat{\theta} - \theta)^2$$

And $\hat{\theta}$ stands for an estimator of $\theta$. The simulation results are displayed in Tables (1-5).

**Table 1:** Averaged Values of MSEs for Estimates of the Parameter $\theta$ Based On SELF

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\hat{\theta}_{\text{pars}}$</th>
<th>$\hat{\theta}_{\text{omn}}$</th>
<th>$\hat{\theta}_{\text{omn}}$</th>
<th>$\hat{\theta}_{\text{omn}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.0072705</td>
<td>0.0007777</td>
<td>0.007262</td>
<td>0.009880</td>
</tr>
<tr>
<td>10</td>
<td>0.0045925</td>
<td>0.0004600</td>
<td>0.0045935</td>
<td>0.0053885</td>
</tr>
<tr>
<td>15</td>
<td>0.0028292</td>
<td>0.0007759</td>
<td>0.0028121</td>
<td>0.0031496</td>
</tr>
<tr>
<td>20</td>
<td>0.0022433</td>
<td>0.0002194</td>
<td>0.0022284</td>
<td>0.0024322</td>
</tr>
<tr>
<td>25</td>
<td>0.0020043</td>
<td>0.0001964</td>
<td>0.0020695</td>
<td>0.0021385</td>
</tr>
<tr>
<td>40</td>
<td>0.0011306</td>
<td>0.0001219</td>
<td>0.0011306</td>
<td>0.001781</td>
</tr>
<tr>
<td>50</td>
<td>0.0009947</td>
<td>0.0009882</td>
<td>0.0009944</td>
<td>0.0010281</td>
</tr>
<tr>
<td>60</td>
<td>0.0008254</td>
<td>0.0008205</td>
<td>0.0008249</td>
<td>0.0008484</td>
</tr>
<tr>
<td>70</td>
<td>0.0007448</td>
<td>0.0007374</td>
<td>0.0007411</td>
<td>0.0007628</td>
</tr>
</tbody>
</table>

**Table 2:** Averaged Values of MSEs for Estimates of the Parameter $\theta$ Based On PLF

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\hat{\theta}_{\text{pars}}$</th>
<th>$\hat{\theta}_{\text{omn}}$</th>
<th>$\hat{\theta}_{\text{omn}}$</th>
<th>$\hat{\theta}_{\text{omn}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.0081230</td>
<td>0.0068326</td>
<td>0.005543</td>
<td>0.0108437</td>
</tr>
<tr>
<td>10</td>
<td>0.0048303</td>
<td>0.0044121</td>
<td>0.0045627</td>
<td>0.0056291</td>
</tr>
<tr>
<td>15</td>
<td>0.0029742</td>
<td>0.0027628</td>
<td>0.0028248</td>
<td>0.0032918</td>
</tr>
<tr>
<td>20</td>
<td>0.0023336</td>
<td>0.0020937</td>
<td>0.0022408</td>
<td>0.0025197</td>
</tr>
<tr>
<td>25</td>
<td>0.002069</td>
<td>0.0019763</td>
<td>0.0020209</td>
<td>0.0022016</td>
</tr>
<tr>
<td>40</td>
<td>0.0011478</td>
<td>0.001178</td>
<td>0.0011269</td>
<td>0.0011938</td>
</tr>
<tr>
<td>50</td>
<td>0.0010058</td>
<td>0.0009854</td>
<td>0.0009919</td>
<td>0.0010381</td>
</tr>
<tr>
<td>60</td>
<td>0.0008337</td>
<td>0.0008191</td>
<td>0.0008236</td>
<td>0.0008560</td>
</tr>
<tr>
<td>70</td>
<td>0.0007563</td>
<td>0.0007412</td>
<td>0.0007454</td>
<td>0.0007750</td>
</tr>
</tbody>
</table>
Based On ELF

Table 3: Averaged Values of MSES for Estimates of the Parameter $\hat{\theta}$

<table>
<thead>
<tr>
<th>n</th>
<th>$\hat{\theta}_{\text{QH}}$</th>
<th>$\hat{\theta}_{\text{QE}}$</th>
<th>$\hat{\theta}_{\text{QEBS1}}$</th>
<th>$\hat{\theta}_{\text{QEBS2}}$</th>
<th>$\hat{\theta}_{\text{QEBS3}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.0201012</td>
<td>0.0197914</td>
<td>0.0192451</td>
<td>0.0222451</td>
<td>0.0228377</td>
</tr>
<tr>
<td>10</td>
<td>0.0083667</td>
<td>0.0091753</td>
<td>0.0095307</td>
<td>0.0172246</td>
<td>0.0192307</td>
</tr>
<tr>
<td>15</td>
<td>0.0044600</td>
<td>0.0048733</td>
<td>0.0049444</td>
<td>0.0049444</td>
<td>0.0049444</td>
</tr>
<tr>
<td>20</td>
<td>0.0031597</td>
<td>0.0034047</td>
<td>0.0034448</td>
<td>0.0034448</td>
<td>0.0034448</td>
</tr>
</tbody>
</table>

8. Conclusion remarks

- Among four estimates of $\theta$ based on different loss functions shown in Tables (1-5), we can deducted that the QE-Bayes estimates are the best whereas the quasi-empirical estimators are the worst. Generally, the overall performance of the four techniques for estimating $\theta$ can be ordered due to number of having smaller MSE as follows:

$$\hat{\theta}_{\text{QH}} > \hat{\theta}_{\text{QE}} > \hat{\theta}_{\text{QEBS1}} > \hat{\theta}_{\text{QEBS2}}$$

- In addition, if we comparing the different QE-Bayes estimates in terms of MSE, we can concluded that the QE-Bayes estimates based on PLF are the most efficient in small and large sample sizes, the QE-Bayes estimates based on SELF are the most efficient in moderate sample sizes while the QE-Bayes estimates based on QLF least efficient in all sample sizes.

- Finally, the results obtained from the numerical results showed that the proposed criteria have more efficient estimators against the other three methods and it easy to operate. The authors want to point out one restriction in applying the suggested method which it can be used only for distributions have an explicit relationship between their mean and variance due to it depends on the quasi-likelihood function.

Appendix (1)

Proof of Lemma 1

i) From (3-6), (3-7) and (3-8), we get

$$\hat{\theta}_{\text{QH}} - \hat{\theta}_{\text{QH}} = \hat{\theta}_{\text{QH}} - \hat{\theta}_{\text{QH}} = \left(1 + \frac{2nk}{c}ight) \ln \left(1 + \frac{c}{nk}\right) - 2$$

(A.1)

For $-1 < x < 1$, we have: $\ln(1 + x) = x - x^2/2 + x^4/4 + ... = \sum (-1)^{n-1} x^n/k$

Assuming $x = \frac{c}{nk}$ when $0 < c < nk$, $0 < \frac{c}{nk} < 1$, we get

$$\left(1 + \frac{2nk}{c}\right) \ln \left(1 + \frac{c}{nk}\right) - 2 =$$

$$\left[1 + \frac{2nk}{c} \right] \left[ \frac{c}{nk} \left( \frac{1}{n^k} \right)^{1/3} \left( \frac{c}{nk} \right)^{1/5} \left( \frac{c}{nk} \right)^{1/7} \left( \frac{c}{nk} \right)^{1/9} \right] - 2$$

$$= \frac{c}{nk} \left[ \frac{c}{nk} \left( \frac{1}{n^k} \right)^{1/3} \left( \frac{c}{nk} \right)^{1/5} \left( \frac{c}{nk} \right)^{1/7} \left( \frac{c}{nk} \right)^{1/9} \right] - 2$$
\[ + \left[ 2 - c_{nk} \right]^2, \frac{1}{3} \left( 1 + c_{nk} \right)^2 + \frac{1}{4} \left( c_{nk} \right) + \frac{1}{6} \left( c_{nk} \right) + \ldots \] 
\[ = \left( \frac{2 - c_{nk}^2}{2 \left( c_{nk}^2 \right)^2} + \frac{1}{3} \left( 1 + c_{nk} \right)^2 + \frac{1}{4} \left( c_{nk} \right) + \frac{1}{6} \left( c_{nk} \right) + \ldots \right) \]
\[ + \frac{2}{3} \left( c_{nk} \right) ^2 + \frac{1}{3} \left( 1 + c_{nk} \right)^2 + \frac{1}{4} \left( c_{nk} \right) + \frac{1}{6} \left( c_{nk} \right) + \ldots \]
\[ = \left( \frac{2 - c_{nk}^2}{2 \left( c_{nk}^2 \right)^2} + \frac{1}{3} \left( 1 + c_{nk} \right)^2 + \frac{1}{4} \left( c_{nk} \right) + \frac{1}{6} \left( c_{nk} \right) + \ldots \right) \]
\[ \lim_{n \to \infty} \lim_{k \to \infty} \lim_{c \to \infty} \left( \frac{2 - c_{nk}^2}{2 \left( c_{nk}^2 \right)^2} + \frac{1}{3} \left( 1 + c_{nk} \right)^2 + \frac{1}{4} \left( c_{nk} \right) + \frac{1}{6} \left( c_{nk} \right) + \ldots \right) = 0 \]  
\[ (A.5) \]

That is \( \lim_{\omega_{max} \to \infty} \hat{\theta}_{\omega_{max}} = \lim_{\omega_{min} \to \infty} \hat{\theta}_{\omega_{min}} = \lim_{\omega_{max} \to \infty} \hat{\theta}_{\omega_{max}} \). Thus, the proof is complete.

**Proof of Lemma 3**

i) From (3-12), (3-13) and (3-14), we obtain
\[ \hat{\theta}_{\omega_{max}} - \hat{\theta}_{\omega_{min}} = \hat{\theta}_{\omega_{max}} - \hat{\theta}_{\omega_{min}} = \left( \frac{w}{c} \right) \left( 1 + \frac{2nk}{c} \right) \ln \left( 1 + \frac{c_{nk}}{c} \right) - 2 \]  
\[ (A.6) \]

According to (A.2) and (A.6), we have
\[ \hat{\theta}_{\omega_{max}} - \hat{\theta}_{\omega_{min}} = \hat{\theta}_{\omega_{max}} - \hat{\theta}_{\omega_{min}} > 0 \]
That is \( \hat{\theta}_{\omega_{max}} < \hat{\theta}_{\omega_{min}} < \hat{\theta}_{\omega_{max}} \).

ii) From (A.3) and (A.6), we get
\[ \lim_{\omega_{max} \to \infty} \hat{\theta}_{\omega_{max}} - \hat{\theta}_{\omega_{min}} = \lim_{\omega_{min} \to \infty} \hat{\theta}_{\omega_{min}} - \hat{\theta}_{\omega_{max}} \]
\[ \lim_{\omega_{max} \to \infty} \hat{\theta}_{\omega_{max}} - \hat{\theta}_{\omega_{min}} = \lim_{\omega_{min} \to \infty} \hat{\theta}_{\omega_{min}} - \hat{\theta}_{\omega_{max}} \]
\[ \lim_{\omega_{max} \to \infty} \hat{\theta}_{\omega_{max}} - \hat{\theta}_{\omega_{min}} = \lim_{\omega_{min} \to \infty} \hat{\theta}_{\omega_{min}} - \hat{\theta}_{\omega_{max}} \]
\[ \lim_{\omega_{max} \to \infty} \hat{\theta}_{\omega_{max}} - \hat{\theta}_{\omega_{min}} = \lim_{\omega_{min} \to \infty} \hat{\theta}_{\omega_{min}} - \hat{\theta}_{\omega_{max}} \]

Thus, the proof is complete.

**Proof of Lemma 4**

i) From (3-15), (3-16) and (3-17) that
\[ \hat{\theta}_{\omega_{max}} - \hat{\theta}_{\omega_{min}} = \hat{\theta}_{\omega_{max}} - \hat{\theta}_{\omega_{min}} = \left( \frac{2(w+2)}{c} \right) \left( 1 + \frac{2nk}{c} \right) \ln \left( 1 + \frac{c_{nk}}{c} \right) - 2 \]  
\[ (A.8) \]

According to (A.2) and (A.8), we have
\[ \hat{\theta}_{\omega_{max}} - \hat{\theta}_{\omega_{min}} = \hat{\theta}_{\omega_{max}} - \hat{\theta}_{\omega_{min}} > 0 \]
That is \( \hat{\theta}_{\omega_{max}} < \hat{\theta}_{\omega_{min}} < \hat{\theta}_{\omega_{max}} \).

ii) From (A.3) and (A.8), we get
\[ \lim_{\omega_{max} \to \infty} \hat{\theta}_{\omega_{max}} - \hat{\theta}_{\omega_{min}} = \lim_{\omega_{min} \to \infty} \hat{\theta}_{\omega_{min}} - \hat{\theta}_{\omega_{max}} \]
\[ \lim_{\omega_{max} \to \infty} \hat{\theta}_{\omega_{max}} - \hat{\theta}_{\omega_{min}} = \lim_{\omega_{min} \to \infty} \hat{\theta}_{\omega_{min}} - \hat{\theta}_{\omega_{max}} \]
\[ \lim_{\omega_{max} \to \infty} \hat{\theta}_{\omega_{max}} - \hat{\theta}_{\omega_{min}} = \lim_{\omega_{min} \to \infty} \hat{\theta}_{\omega_{min}} - \hat{\theta}_{\omega_{max}} \]
\[ \lim_{\omega_{max} \to \infty} \hat{\theta}_{\omega_{max}} - \hat{\theta}_{\omega_{min}} = \lim_{\omega_{min} \to \infty} \hat{\theta}_{\omega_{min}} - \hat{\theta}_{\omega_{max}} \]

Thus, the proof is complete.

**Proof of Lemma 5**

i) From (3-18), (3-19) and (3-20) that
\[ \hat{\theta}_{\omega_{max}} - \hat{\theta}_{\omega_{min}} = \hat{\theta}_{\omega_{max}} - \hat{\theta}_{\omega_{min}} = \left( \frac{2(w+1)(w+2)}{c} \right) \left( 1 + \frac{2nk}{c} \right) \ln \left( 1 + \frac{c_{nk}}{c} \right) - 2 \]  
\[ (A.10) \]
According to (A.2) and (A.10), we have
\[ \hat{\theta}_{\text{res}} = \hat{\theta}_{\text{res}} - \hat{\theta}_{\text{res}} > 0 \]
That is \( \hat{\theta}_{\text{res}} < \hat{\theta}_{\text{res}} < \hat{\theta}_{\text{res}} \).

ii) From (A.3) and (A.10), we get
\[ \lim_{\alpha \to \infty} \left( \hat{\theta}_{\text{res}} - \hat{\theta}_{\text{res}} \right) = \lim_{\alpha \to \infty} \left( \hat{\theta}_{\text{res}} - \hat{\theta}_{\text{res}} \right) \]
\[ = \frac{2(w - 1)}{c} \cdot \lim_{\alpha \to \infty} \left( \frac{c'}{6n_k^k} \cdot \frac{1 - c}{n_k} \cdot \frac{c'}{6n_k^k} \cdot \frac{8c}{n_k} + \ldots \right) = 0 \quad (A.11) \]
That is \( \lim_{\alpha \to \infty} \hat{\theta}_{\text{res}} = \lim_{\alpha \to \infty} \hat{\theta}_{\text{res}} = \lim_{\alpha \to \infty} \hat{\theta}_{\text{res}} \).

Thus, the proof is complete.

**Appendix (2)**

**Proof of Lemma 6**

Since \( a, \frac{1}{(a + n_k)^k} \) are continuous on \((0, c)\), according to the extended case of mean value theorem for definite integrals (when \( 0 < a < c \)), there is at least one number \( a_1 \in (0, c) \) such that
\[ \int_{\alpha}^{a_1} \frac{a \, da}{(a + n_k)^k} = \frac{1}{(a + n_k)^k} \int_{\alpha}^{a_1} a \, da = \frac{c'}{2(a + n_k)^k} \quad (A.12) \]

Similarly, there is at least one number \( a_2 \in (0, c) \) such that
\[ \int_{\alpha}^{a_2} \frac{a \, da}{(a + n_k)^k} = \frac{1}{(a + n_k)^k} \int_{\alpha}^{a_2} a \, da = \frac{c'}{2(a + n_k)^k} \quad (A.13) \]

By substitution from (A.12) and (A.13) in (4-8), we get
\[ \hat{\theta}_{\text{res}} = \left( \int_{\alpha}^{a_1} \frac{a \, da}{(a + n_k)^k} \right)_{w_1}^{w_2} = \frac{w + 1}{a_1 + n_k} \]
\[ : \lim_{\alpha \to \infty} \hat{\theta}_{\text{res}} = \lim_{\alpha \to \infty} \left( \int_{\alpha}^{a_1} \frac{a \, da}{(a + n_k)^k} \right)_{w_1}^{w_2} \]
\[ = (w + 1) \lim_{\alpha \to \infty} \left( \frac{1}{a_1 + n_k} \int_{\alpha}^{a_1} a \, da \right) = 0 \quad (A.14) \]

According to (A.3) and (A.14), we can deduce that
\[ \hat{\theta}_{\text{res}} = \hat{\theta}_{\text{res}} \]

Also \( 1, \frac{1}{(a + n_k)^k} \) are continuous on \((0, c)\), according to the extended case of mean value theorem for definite integrals (when \( 0 < a < c \)), there is at least one number \( a_1 \in (0, c) \) such that
\[ \int_{\alpha}^{a_1} \frac{a \, da}{(a + n_k)^k} = \frac{1}{(a + n_k)^k} \int_{\alpha}^{a_1} a \, da = \frac{3c'}{3(a + n_k)^k} \quad (A.15) \]

Similarly, there is at least one number \( a_2 \in (0, c) \) such that
\[ \int_{\alpha}^{a_2} \frac{a \, da}{(a + n_k)^k} = \frac{1}{(a + n_k)^k} \int_{\alpha}^{a_2} a \, da = \frac{c'}{3(a + n_k)^k} \quad (A.16) \]

By substitution from (A.15) and (A.16) in (4-9), we get
\[ \hat{\theta}_{\text{res}} = \int_{\alpha}^{a_1} \frac{a \, da}{(a + n_k)^k} = \frac{w + 1}{a_1 + n_k} \int_{\alpha}^{a_1} a \, da = \frac{c'}{3(a + n_k)^k} \]

From (A.14)
\[ \therefore \lim_{\alpha \to \infty} \hat{\theta}_{\text{res}} = 0 \quad (A.17) \]

According to (A.3) and (A.17), we can deduce that
\[ \hat{\theta}_{\text{res}} = \hat{\theta}_{\text{res}} \]

Furthermore, \( a(c - a), \frac{1}{(a + n_k)^k} \) are continuous on \((0, c)\), according to the extended case of mean value theorem for definite integrals (when \( 0 < a < c, a(c - a) > 0 \)), there is at least one number \( a_1 \in (0, c) \) such that
\[ \int_{\alpha}^{a_1} \frac{a(c - a) \, da}{(a + n_k)^k} = \frac{1}{(a + n_k)^k} \int_{\alpha}^{a_1} a(c - a) \, da = \frac{c'}{6(a + n_k)^k} \quad (A.18) \]

Similarly, there is at least one number \( a_2 \in (0, c) \) such that
\[ \int_{\alpha}^{a_2} \frac{a(c - a) \, da}{(a + n_k)^k} = \frac{1}{(a + n_k)^k} \int_{\alpha}^{a_2} a(c - a) \, da = \frac{c'}{6(a + n_k)^k} \quad (A.19) \]

By substitution from (A.18) and (A.19) in (4-10), we get
\[ \hat{\theta}_{\text{res}} = \int_{\alpha}^{a_1} \frac{a \, da}{(a + n_k)^k} = \frac{w + 1}{a_1 + n_k} \int_{\alpha}^{a_1} a \, da = \frac{c'}{6(a + n_k)^k} \quad (A.20) \]

From (A.14)
\[ \therefore \lim_{\alpha \to \infty} \hat{\theta}_{\text{res}} = 0 \quad (A.20) \]

According to (A.3) and (A.20), we can deduce that
\[ \hat{\theta}_{\text{res}} = \hat{\theta}_{\text{res}} \]

Thus, the proof is complete.

**Proof of Lemma 7**

By using similar steps in lemma (6), we can get
\[ \int_{\alpha}^{a_1} \frac{a \, da}{(a + n_k)^k} = \frac{1}{(a + n_k)^k} \int_{\alpha}^{a_1} a \, da = \frac{c'}{2(a + n_k)^k} \quad (A.21) \]

By substitution from (A.13) and (A.21) in (4-12), we get
\[ \hat{\theta}_{\text{res}} = \sqrt{\int_{\alpha}^{a_1} \frac{a \, da}{(a + n_k)^k}} = \sqrt{\int_{\alpha}^{a_1} a \, da} = \frac{c'}{2(a + n_k)^k} \quad (A.22) \]

According to (A.3) and (A.22), we can deduce that
\[ \hat{\theta}_{\text{res}} = \hat{\theta}_{\text{res}} \]

Similarly, we can obtain...
\[ \hat{\theta}_{\text{est}} = \hat{\theta}_{\text{est}}(i = 2,3) \]

Thus, the proof is complete.

**Proof of Lemma 8**

By using similar steps in lemma (6), we can get

\[ \int \frac{\text{da}}{(a + nk)^{\gamma}} = \frac{1}{(a + nk)^{\gamma}} \int \text{da} = \frac{c^{\gamma}}{2(a + nk)^{\gamma}}, \]

\[ \int \frac{\text{da}}{(a + nk)^{\gamma}} = \frac{1}{(a + nk)^{\gamma}} \int \text{da} = \frac{c^{\gamma}}{2(a + nk)^{\gamma}}. \]  

(A.23)

(A.24)

By substitution from (A.23) and (A.24) in (4-16), we get

\[ \hat{\theta}_{\text{est}} = \left( \frac{w - 1}{a + nk} \right) a^{nk} a^{nk} \]

\[ \hat{\theta}_{\text{est}} = \left( \frac{w - 1}{a + nk} \right) a^{nk} a^{nk} \]

\[ \hat{\theta}_{\text{est}} = \left( \frac{w - 1}{a + nk} \right) a^{nk} a^{nk} \]

\[ \hat{\theta}_{\text{est}} = \left( \frac{w - 1}{a + nk} \right) a^{nk} a^{nk} \]

\[ \hat{\theta}_{\text{est}} = \left( \frac{w - 1}{a + nk} \right) a^{nk} a^{nk} \]

\[ \hat{\theta}_{\text{est}} = \left( \frac{w - 1}{a + nk} \right) a^{nk} a^{nk} \]

(A.25)

(A.26)

(A.27)

(A.28)

According to (A.3) and (A.28), we can deduct that

\[ \hat{\theta}_{\text{est}} = \hat{\theta}_{\text{est}}. \]

Similarly, we can obtain

\[ \hat{\theta}_{\text{est}} = \hat{\theta}_{\text{est}}(i = 2,3) \]

Thus, the proof is complete.

**Proof of Lemma 9**

By using similar steps in lemma (6), we can get

\[ \int \frac{\text{da}}{(a + nk)^{\gamma}} = \frac{1}{(a + nk)^{\gamma}} \int \text{da} = \frac{c^{\gamma}}{2(a + nk)^{\gamma}}. \]

(A.29)

According to (A.3) and (A.29), we can deduct that

\[ \hat{\theta}_{\text{est}} = \hat{\theta}_{\text{est}}. \]

Similarly, we can obtain

\[ \hat{\theta}_{\text{est}} = \hat{\theta}_{\text{est}}(i = 2,3) \]

Thus, the proof is complete.
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