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#### Abstract

In this paper, the estimation for the bivariate generalized exponential (BVGE) distribution under type-I censored with constant stress accelerated life testing (CSALT) are discussed. The scale parameter of the lifetime distribution at constant stress levels is assumed to be an inverse power law function of the stress level. The unknown parameters are estimated by the maximum likelihood approach and their approximate variance-covariance matrix is obtained. Then, the numerical studies are introduced to illustrate the approach study using samples which have been generated from the bivariate generalized exponential distribution.


Keywords: Accelerated life testing, Bivariate generalized exponential distribution, Constant stress, Type-I censoring, Maximum likelihood estimation.

## 1. Introduction

In many situations such as the case of the development of a new component or a product failure data at normal operating conditions are lacking and the reliability measure become difficult, if not impossible, to estimate. Indeed, there are cases where the reliability of component is high and failure data of the component when operating at normal conditions (design conditions) may not be attainable during its expected life. In such cases, accelerated life testing (ALT) induces failures, and the failure data at accelerated conditions are used to estimate the reliability at normal operating conditions. Accelerated life testing is usually conducted by subjecting the product (or component) to severer conditions than those that the product will be experiencing at normal conditions or by using the product more intensively than in normal use without changing the normal operating conditions. It is referred to these approaches as accelerated stress and accelerated failure time, respectively. (See Elsayed [7]).
The most common stress loading is constant stress. In constant stress accelerated life test, the stress is kept at a constant level of stress throughout the life of the test; that is, each unit is run at a constant high stress level until the occurrence of failure or the observation is censored. Practically, most devices such as lamps, semiconductors, and microelectronics are run at a constant stress, see Nelson [16]. Many authors have studied statistical inference of CSALT; for example, Lawless [13], AbdelGhaly et al. [1] and Attia et al. [5].
Many times the lifetime data of interest is bivariate in nature. Any Study on twins or on failure data recoded twice on the same system naturally lead to bivariate data. Paired data could also consist of blindness in the left / right eye, failure time of the left /right Kidney or age at death of parent /child in a genetic study. Kundu and Gupta [10] defined a bivariate generalized exponential distribution and provided that it's marginal distributions are generalized exponential (GE) distributions. The joint cumulative distribution function, the joint probability density function and the joint survival distribution function are in closed forms, which make it convenient to use in practice. They used the method of maximum likelihood to estimate the parameters of the BVGE distribution from complete samples. Many authors presented bivariate distribution, Houggard et al. [9] studied data on life length of Danish twins and Lin et al. [14] considered data of colon cancer and the time from treatment to death. Marshal and Olkin [15] considered a bivariate exponential distribution for the life length of two dependence components. Kundu and Gupta [10] analyzed one data set
and observed that the proposed BVGE distribution provided a much better fit than the Marshal and Olkin bivariate exponential model.
Many authors have studied the properties of the BVGE distribution, for example, Ashour et al. [3] provided the joint and marginal moments of the BVGE distribution, also the joint and marginal moment generating function for the BVGE distribution. Kundu and Gupta [11] introduced an absolute continuous bivariate generalized exponential distribution by using a simple transformation from a well-known bivariate exchangeable distribution. Ashour et al. [4] estimated the unknown parameters of the BVGE distribution from censored type-I samples with random censor time using the method of maximum likelihood. Shoaee and Khorram [17] introduced absolutely continuous baivariate generalized exponential distribution. Attia et al. [6] presented the maximum likelihood estimators for the unknown parameters of bivariate generalized linear failure rate distribution and their approximate variance-covariance matrix.
This paper is organized as follows: The underling BVGE distribution and the assumptions for CSALT for this model are described in Section 2. Section 3 introduces the maximum likelihood estimators (MLEs) of the model parameters, Fisher information matrix and variance-covariance matrix under type-I censoring. The simulation study needed for illustrating the theoretical results are presented in Section 4. Section 5 contains some concluding remarks. Finally, Section 6 contains Acknowledgements for my great people who have assisted me on this paper.

## 2. The model

### 2.1. The bivariate generalized exponential distribution

The CDF for BVGE distribution with the shape parameters $\alpha_{1}, \alpha_{2}, \alpha_{3}>0$ and scale parameter $\lambda>0$ provided as following:

$$
F(x, y)= \begin{cases}F_{1}(x, y) & \text { if } 0<x<y<\infty, \\ F_{2}(x, y) & \text { if } 0<y<x<\infty, \\ F_{3}(x) & \text { if } 0<x=y<\infty,\end{cases}
$$

Where

$$
\begin{aligned}
F_{1}(x, y) & =F_{G E}\left(x ; \alpha_{1}+\alpha_{3}, \lambda\right) F_{G E}\left(y ; \alpha_{2}, \lambda\right) \\
& =\left(1-e^{-\lambda x}\right)^{\alpha_{1}+\alpha_{3}}\left(1-e^{-\lambda y}\right)^{\alpha_{2}}, \\
F_{2}(x, y) & =F_{G E}\left(x ; \alpha_{1}, \lambda\right) F_{G E}\left(y ; \alpha_{2}+\alpha_{3}, \lambda\right) \\
& =\left(1-e^{-\lambda x}\right)^{\alpha_{1}}\left(1-e^{-\lambda y}\right)^{\alpha_{2}+\alpha_{3}},
\end{aligned}
$$

and

$$
\begin{aligned}
F_{3}(x) & =f_{G E}\left(x ; \alpha_{1}+\alpha_{2}+\alpha_{3}, \lambda\right) \\
& =\left(1-e^{-\lambda x}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}} .
\end{aligned}
$$

where
$F_{G E}(x ; \alpha)=\left(1-e^{-\lambda x}\right)^{\alpha}$.
The PDF for BVGE distribution with the shape parameters $\alpha_{1}, \alpha_{2}, \alpha_{3}>0$ and scale parameter $\lambda>0$ provided as following:

$$
f(x, y)= \begin{cases}f_{1}(x, y) & \text { if } 0<x<y<\infty,  \tag{2.1}\\ f_{2}(x, y) & \text { if } 0<y<x<\infty \\ f_{3}(x) & \text { if } 0<x=y<\infty,\end{cases}
$$

where

$$
\begin{aligned}
f_{1}(x, y) & =f_{G E}\left(x ; \alpha_{1}+\alpha_{3}, \lambda\right) f_{G E}\left(y ; \alpha_{2}, \lambda\right) \\
& =\left(\alpha_{1}+\alpha_{3}\right) \alpha_{2} \lambda^{2}\left(1-e^{-\lambda x}\right)^{\alpha_{1}+\alpha_{3}-1}\left(1-e^{-\lambda y}\right)^{\alpha_{2}-1} e^{-\lambda(x+y)} \\
f_{2}(x, y) & =f_{G E}\left(x ; \alpha_{1}, \lambda\right) f_{G E}\left(y ; \alpha_{2}+\alpha_{3}, \lambda\right) \\
& =\left(\alpha_{2}+\alpha_{3}\right) \alpha_{1} \lambda^{2}\left(1-e^{-\lambda x}\right)^{\alpha_{1}-1}\left(1-e^{-\lambda y}\right)^{\alpha_{2}+\alpha_{3}-1} e^{-\lambda(x+y)}
\end{aligned}
$$

and

$$
\begin{aligned}
f_{3}(x) & =\frac{\alpha_{3}}{\alpha_{1}+\alpha_{2}+\alpha_{3}} f_{G E}\left(x ; \alpha_{1}+\alpha_{2}+\alpha_{3}, \lambda\right) \\
& =\alpha_{3} \lambda\left(1-e^{-\lambda x}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}-1} .
\end{aligned}
$$

where
$f_{G E}(x ; \alpha)=\alpha \lambda e^{-\lambda x}\left(1-e^{-\lambda x}\right)^{\alpha-1}$ and The BVGE distribution will be denoted by BVGE $\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \lambda\right)$.
Note that: Kundu and Gupta [10] provided a special case of the PDF for BVGE distribution with $\lambda=1$ and denoted that the results are true for general $\lambda$ also.

### 2.2. Model assumptions

The assumptions of accelerated life test are assumed to be as following:
i) There are k levels of high stress $V_{j}, j=1, \ldots, k$ in the experiment and $V_{u}$ is the stress under usual conditions, where $V_{u}<V_{1}<\cdots<V_{k}$.
ii) A total of $N$ bivariate observations divided into $n_{j}$ bivariate observations for each level of stress $V_{j}, j=$ $1,2, \cdots, k$ and $\sum_{j=1}^{k} n_{j}=N$.
iii) For each level of stress the $n_{j}$ bivariate observations divided into $m_{l j}$ bivariate observations where $l=1,2, \ldots, 6$, $j=1,2, \ldots, k$ and $\sum_{l=1}^{6} \sum_{j=1}^{k} m_{l j}=N$.
iv) Each $n_{j}$ bivariate unit, $j=1,2, \ldots, k$ in the experiment is run at a pre-specified constant stress $V_{j}$.
v) It is assumed that the stress $V_{j}, j=1,2, \ldots, k$ affects only the scale parameter $\lambda_{j}$ of the bivariate generalized exponential distribution through a certain acceleration function.
vi) By using the $\operatorname{PDF}$ (2.1) for general scale parameter $\lambda_{j}, j=1,2, \ldots, k$ then the ( $X_{i j}, Y_{i j}$ ) observations, $i=$ $1,2, \ldots, n_{j}$ and $j=1,2, \ldots, k$ at stress levels $V_{j}$ are the BVGE distribution function has the joint PDF:
$f\left(x_{i j}, y_{i j}\right)= \begin{cases}f_{1}\left(x_{i j}, y_{i j}\right) & \text { if } 0<x_{i j}<y_{i j}<\infty, \\ f_{2}\left(x_{i j}, y_{i j}\right) & \text { if } 0<y_{i j}<x_{i j}<\infty, \\ f_{3}\left(x_{i j}\right) & \text { if } 0<x_{i j}=y_{i j}<\infty,\end{cases}$
where

$$
\begin{aligned}
f_{1}\left(x_{i j}, y_{i j}\right) & =f_{G E}\left(x_{i j} ; \alpha_{1}+\alpha_{3}, \lambda_{j}\right) f_{G E}\left(y_{i j} ; \alpha_{2}, \lambda_{j}\right) \\
& =\left(\alpha_{1}+\alpha_{3}\right) \alpha_{2} \lambda_{j}^{2}\left(1-e^{-\lambda_{j} x_{i j}}\right)^{\alpha_{1}+\alpha_{3}-1}\left(1-e^{-\lambda_{j} y_{i j}}\right)^{\alpha_{2}-1} e^{-\lambda_{j}\left(x_{i j}+y_{i j}\right)}, \\
f_{2}\left(x_{i j}, y_{i j}\right) & =f_{G E}\left(x_{i j} ; \alpha_{1}, \lambda_{j}\right) f_{G E}\left(y_{i j} ; \alpha_{2}+\alpha_{3}, \lambda_{j}\right) \\
& =\left(\alpha_{2}+\alpha_{3}\right) \alpha_{1} \lambda_{j}^{2}\left(1-e^{-\lambda_{j} x_{i j}}\right)^{\alpha_{1}-1}\left(1-e^{-\lambda_{j} y_{i j} j}\right)^{\alpha_{2}+\alpha_{3}-1} e^{-\lambda_{j}\left(x_{i j}+y_{i j}\right)},
\end{aligned}
$$

and

$$
\begin{aligned}
f_{3}\left(x_{i j}\right) & =\frac{\alpha_{3}}{\alpha_{1}+\alpha_{2}+\alpha_{3}} f_{G E}\left(x_{i j} ; \alpha_{1}+\alpha_{2}+\alpha_{3}, \lambda_{j}\right) \\
& =\alpha_{3} \lambda_{j}\left(1-e^{-\lambda_{j} x_{i j}}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}-1}
\end{aligned}
$$

vii) The scale parameter $\lambda_{j}, j=1,2, \ldots, k$ of the underlying life time distribution (2.2) is assumed to have an inverse power law function on stress levels, that is:
$\lambda_{j}=C S_{j}^{P}$,
where
$S_{j}=\frac{V^{*}}{V_{j}}, \quad V^{*}=\prod_{j=1}^{k} V_{j}^{b_{j}}, \quad b_{j}=\frac{n_{j}}{N}$,
And $C>0$ is the constant of proportionality and $P>0$ is the power of the applied stress, See, Singpurwalla [20], Abdel-Ghaly et al. [1] and Attia et al. [5].

## 3. Maximum likelihood estimation of the parameters

Suppose that the $N$ bivariate observations under study and $i$-th pair of the components with life-time $\left(x_{i j}, y_{i j}\right)$ have a censoring time $t_{j}$ and the experiment is terminated at a pre-specified censoring time $t_{j}, j=1,2, \ldots, k$.
The life times associated with $i$-th pair of the components is given by
$\left(x_{i j}, y_{i j}\right)=\left\{\begin{array}{lr}\left(x_{i j}, y_{i j}\right) & , \max \left(x_{i j}, y_{i j}\right)<t_{j}, \\ \left(x_{i j}, t_{j}\right) & , x_{i j}<t_{j}<y_{i j}, \\ \left(t_{j}, y_{i j}\right) & , y_{i j}<t_{j}<x_{i j}, \\ \left(t_{j}, t_{j}\right) & , t_{j}<\min \left(x_{i j}, y_{i j}\right) .\end{array}\right.$
According to Hanagal [8], the likelihood function under type-I censoring with CSALT of the sample size $N$ bivariate observations is given by:

$$
\begin{gather*}
L\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, C, P\right)=\prod_{j=1}^{k}\left\{\left[\prod_{i=1}^{m_{1 j}} f_{A_{1}}\left(x_{i j}, y_{i j}\right) \overline{G_{A}}\left(t_{j}\right)\right]\left[\prod_{i=1}^{m_{2 j}} f_{A_{2}}\left(x_{i j}, y_{i j}\right) \overline{G_{A}}\left(t_{j}\right)\right]\left[\prod_{i=1}^{m_{3 j}} f_{A_{3}}\left(x_{i j}, y_{i j}\right) \overline{G_{A}}\left(t_{j}\right)\right]\right. \\
\left.\cdot\left[\prod_{i=1}^{m_{4 j}} f_{A_{4}}\left(x_{i j}, t_{j}\right) g_{A}\left(t_{j}\right)\right]\left[\prod_{i=1}^{m_{5}} f_{A_{5}}\left(t_{j}, y_{i j}\right) g_{A}\left(t_{j}\right)\right]\left[m_{6 j} \overline{F_{A}}\left(t_{j}, t_{j}\right) g_{A}\left(t_{j}\right)\right]\right\} . \tag{3.1}
\end{gather*}
$$

where: $f_{A}\left(x_{i j}, y_{i j}\right)$ and $g_{A}\left(t_{j}\right)$ are the joint PDF with accelerated life testing of $\left(X_{i j}, Y_{i j}\right)$ and $T_{j}$ respectively, $\overline{F_{A}}\left(t_{j}, t_{j}\right)$ and $\overline{G_{A}}\left(t_{j}\right)$ are survivor function with life testing of $\left(T_{j}, T_{j}\right)$ and $T_{j}$ respectively,

$$
\begin{aligned}
g_{A}\left(t_{j}\right) & =C S_{j}^{P} e^{-C S_{j}^{P} t_{j}} \quad ; t_{j}>0, \quad C, P>0 . \\
\overline{G_{A}}\left(t_{j}\right) & =P\left[T_{j}>\max \left(x_{i j}, y_{i j}\right)\right] \\
& =\exp \left[-C S_{j}^{P} \max \left(x_{i j}, y_{i j}\right)\right], \\
f_{A_{1}}\left(x_{i j}, y_{i j}\right) & =f_{G E}\left(x_{i j} ; \alpha_{1}+\alpha_{3}, C, P\right) f_{G E}\left(y_{i j} ; \alpha_{2}, C, P\right) \\
& =\left(\alpha_{1}+\alpha_{3}\right) \alpha_{2} C^{2} S_{j}^{2 P}\left(1-e^{-C S_{j}^{P} x_{i j}}\right)^{\alpha_{1}+\alpha_{3}-1}\left(1-e^{-C S_{j}^{P} y_{i j}}\right)^{\alpha_{2}-1} e^{-C S_{j}^{P}\left(x_{i j}+y_{i j}\right)}, \\
f_{A_{2}}\left(x_{i j}, y_{i j}\right) & =f_{G E}\left(x_{i j} ; \alpha_{1}, C, P\right) f_{G E}\left(y_{i j} ; \alpha_{2}+\alpha_{3}, C, P\right)
\end{aligned}
$$

$$
\begin{aligned}
f_{A_{2}}\left(x_{i j}, y_{i j}\right) & =\left(\alpha_{2}+\alpha_{3}\right) \alpha_{1} C^{2} S_{j}^{2 P}\left(1-e^{-C S_{j}^{P} x_{i j}}\right)^{\alpha_{1}-1}\left(1-e^{-C S_{j}^{P} y_{i j}}\right)^{\alpha_{2}+\alpha_{3}-1} e^{-C S_{j}^{P}\left(x_{i j}+y_{i j}\right)}, \\
f_{A_{3}}\left(x_{i j}\right) & =\frac{\alpha_{3}}{\alpha_{1}+\alpha_{2}+\alpha_{3}} f_{G E}\left(x_{i j} ; \alpha_{1}+\alpha_{2}+\alpha_{3}, C, P\right) \\
& =\alpha_{3} C S_{j}^{P}\left(1-e^{-C S_{j}^{P} x_{i j}}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}-1}, \\
f_{A_{4}}\left(x_{i j}, t_{j}\right) & =\lim _{\delta x_{i j} \rightarrow 0} \frac{P\left(x_{i j}<x_{i j}<x_{i j}+\delta x_{i j} \mid Y_{i j}>t_{j}\right) P\left(Y_{i j}>t_{j}\right)}{\delta x_{i j}} \\
& =C S_{j}^{P}\left(\alpha_{1}+\alpha_{3}\right) e^{-C S_{j}^{P} x_{i j}}\left(1-e^{-C S_{j}^{P} x_{i j}}\right)^{\alpha_{1}+\alpha_{3}-1}\left[1-\left(1-e^{-C S_{j}^{P} t_{j}}\right)^{\alpha_{2}}\right],
\end{aligned}
$$

where $0<x_{i j}<t_{j}, C>0$ and $P>0$.

$$
\begin{aligned}
f_{A_{5}}\left(t_{j}, y_{i j}\right) & =\lim _{\delta y_{i j} \rightarrow 0} \frac{P\left(y_{i j}<Y_{i j}<y_{i j}+\delta y_{i j} \mid x_{i j}>t_{j}\right) P\left(x_{i j}>t_{j}\right)}{\delta y_{i j}} \\
& =C S_{j}^{P}\left(\alpha_{2}+\alpha_{3}\right) e^{-C S_{j}^{P} y_{i j}}\left(1-e^{-C S_{j}^{P} y_{i j}}\right)^{\alpha_{2}+\alpha_{3}-1}\left[1-\left(1-e^{-C S_{j}^{P} t_{j}}\right)^{\alpha_{1}}\right]
\end{aligned}
$$

where $0<y_{i j}<t_{j}, C>0$ and $P>0$.
and $\bar{F}\left(t_{j}, t_{j}\right)=P\left[X_{i j}>t_{j}, Y_{i j}>t_{j}\right]$

$$
=1-\left(1-e^{-C S_{j}^{P} t_{j}}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}}
$$

Assumed that $C$ and $\alpha_{3}$ are known, the likelihood function (3.1) reduced to:

$$
\begin{align*}
L\left(x, y \mid \alpha_{1}, \alpha_{2}, P\right)= & B \alpha_{1}^{\vartheta_{2}} \alpha_{2}^{\vartheta_{1}}\left(\alpha_{1}+\alpha_{3}\right)^{\vartheta_{3}}\left(\alpha_{2}+\alpha_{3}\right)^{\vartheta_{4}} \cdot \prod_{j=1}^{k}\left\{m_{6 j} S_{j}^{\left(U_{1 j}+U_{2 j}\right) P} e^{-C s_{j}^{P} U_{3 j}}\left[1-\Delta\left(t_{j}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}}\right]\right. \\
& \cdot \prod_{i=1}^{m_{1 j}}\left[\Delta\left(x_{i j}\right)^{\alpha_{1}+\alpha_{3}-1} \Delta\left(y_{i j}\right)^{\alpha_{2}-1}\right] \prod_{i=1}^{m_{2 j}}\left[\Delta\left(x_{i j}\right)^{\alpha_{1}-1} \Delta\left(y_{i j}\right)^{\alpha_{2}+\alpha_{3}-1}\right] \prod_{i=1}^{m_{3 j}}\left[\Delta\left(x_{i j}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}-1}\right] \\
& \left.\cdot \prod_{i=1}^{m_{4 j}}\left[\Delta\left(x_{i j}\right)^{\alpha_{1}+\alpha_{3}-1}\left(1-\Delta\left(t_{j}\right)^{\alpha_{2}}\right)\right] \prod_{i=1}^{m_{5 j}}\left[\Delta\left(y_{i j}\right)^{\alpha_{2}+\alpha_{3}-1}\left(1-\Delta\left(t_{j}\right)^{\alpha_{1}}\right)\right]\right\} . \tag{3.2}
\end{align*}
$$

where $B$ is the constant of proportionality,

$$
\begin{array}{rlrl}
\Delta\left(x_{i j}\right) & =1-e^{-c s_{j}^{P} x_{i j},} & \text { for all } i=1,2, \ldots, n_{j} \text { and } j=1,2, \ldots, k, \\
\vartheta_{3} & =\sum_{j=1}^{k}\left(m_{1 j}+m_{4 j}\right), & \text { for all } j=1,2, \ldots, k \text { and } r=1,2, \\
\vartheta_{4} & =\sum_{j=1}^{k}\left(m_{2 j}+m_{5 j}\right), & \text { for all } j=1,2, \ldots, k, \\
U_{1 j} & =2\left(m_{1 j}+m_{2 j}+m_{4 j}+m_{5 j}\right), & \text { for all } j=1,2, \ldots, k, \\
U_{2 j} & =m_{3 j}+m_{6 j}, & \text { for all } j=1,2, \ldots, k, \\
\mathrm{U}_{3 \mathrm{j}} & =\sum_{\mathrm{i}=1}^{\mathrm{m}_{1 \mathrm{j}}}\left[\left(\mathrm{x}_{\mathrm{ij}}+\mathrm{y}_{\mathrm{ij}}\right)+\max \left(\mathrm{x}_{\mathrm{ij}}, \mathrm{y}_{\mathrm{ij}}\right)\right]+\sum_{\mathrm{i}=1}^{\mathrm{m}_{2 \mathrm{j}}}\left[\left(\mathrm{x}_{\mathrm{ij}}+\mathrm{y}_{\mathrm{ij}}\right)+\max \left(\mathrm{x}_{\mathrm{ij}}, \mathrm{y}_{\mathrm{ij}}\right)\right]+\sum_{\mathrm{i}=1}^{\mathrm{m}_{3 \mathrm{j}}}\left[\max ^{2}\left(\mathrm{x}_{\mathrm{ij}}, \mathrm{y}_{\mathrm{ij}}\right)\right]
\end{array}
$$

The log-likelihood function for Equation (3.2) will be as:

$$
\begin{align*}
\ln \left[L\left(\alpha_{1}, \alpha_{2}, P\right)\right] & =\ln (B)+\vartheta_{2} \ln \left(\alpha_{1}\right)+\vartheta_{1} \ln \left(\alpha_{2}\right)+\vartheta_{3} \ln \left(\alpha_{1}+\alpha_{3}\right)+\vartheta_{4} \ln \left(\alpha_{2}+\alpha_{3}\right)+\sum_{j=1}^{k}\left\{P \ln \left(S_{j}\right)\left(U_{1 j}+U_{2 j}\right)\right. \\
& -C S_{j}^{P} U_{3 j}+\left(\alpha_{1}+\alpha_{3}-1\right)\left[\sum_{i=1}^{m_{1 j}}\left(L\left(x_{i j}\right)\right)+\sum_{i=1}^{m_{4 j}}\left(L\left(x_{i j}\right)\right)\right]+\left(\alpha_{2}-1\right) \sum_{i=1}^{m_{1 j}}\left(L\left(y_{i j}\right)\right)+\left(\alpha_{1}-1\right) \\
& \cdot \sum_{i=1}^{m_{2 j}}\left(L\left(x_{i j}\right)\right)+\left(\alpha_{2}+\alpha_{3}-1\right)\left[\sum_{i=1}^{m_{2 j}}\left(L\left(y_{i j}\right)\right)+\sum_{i=1}^{m_{5 j}}\left(L\left(y_{i j}\right)\right)\right]+\left(\alpha_{1}+\alpha_{2}+\alpha_{3}-1\right) \\
& \left.\cdot \sum_{i=1}^{m_{3 j}}\left(L\left(x_{i j}\right)\right)+m_{4 j} W_{2 j}+m_{5 j} W_{1 j}+m_{6 j} W_{3 j}\right\} \tag{3.3}
\end{align*}
$$

where

$$
L\left(x_{i j}\right)=\ln \left(1-\Delta\left(x_{i j}\right)\right), \quad \text { for all } i=1,2, \ldots, n_{j} \text { and } j=1,2, \ldots, k,
$$

$$
W_{r j}=\ln \left[1-\left(1-\Delta\left(t_{j}\right)\right)^{\alpha_{r}}\right]
$$

and

$$
W_{3 j}=\ln \left[1-\Delta\left(t_{j}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}}\right],
$$

for all $j=1,2, \ldots, k$ and $r=1,2$, for all $j=1,2, \ldots, k$,
The first partial derivatives of the log-likelihood function (3.3) with respect to the unknown parameters $P, \alpha_{1}$ and $\alpha_{2}$ are as following:

$$
\begin{align*}
\frac{\partial \ln (L)}{\partial P} & =\sum_{j=1}^{k}\left\{\left[\left(U_{1 j}+U_{2 j}\right) \ln \left(S_{j}\right)\right]-U_{4 j} U_{3 j} \ln \left(S_{j}\right)+\left(\alpha_{1}+\alpha_{3}-1\right) \sum_{i=1}^{m_{1 j}}\left(\psi\left(x_{i j}\right)\right)+\left(\alpha_{2}-1\right) \sum_{i=1}^{m_{1 j}}\left(\psi\left(y_{i j}\right)\right)\right. \\
& +\left(\alpha_{1}-1\right) \sum_{i=1}^{m_{2 j}}\left(\psi\left(x_{i j}\right)\right)+\left(\alpha_{2}+\alpha_{3}-1\right)\left[\sum_{i=1}^{m_{2 j}}\left(\psi\left(y_{i j}\right)\right)+\sum_{i=1}^{m_{5 j}}\left(\psi\left(y_{i j}\right)\right)\right]+\left(\alpha_{1}+\alpha_{2}+\alpha_{3}-1\right) \sum_{i=1}^{m_{3 j}}\left(\psi\left(x_{i j}\right)\right) \\
& \left.+\left(\alpha_{1}+\alpha_{3}-1\right) \sum_{i=1}^{m_{4 j}}\left(\psi\left(x_{i j}\right)\right)+m_{4 j} \varphi_{2 j}+m_{5 j} \varphi_{1 j}+m_{6 j} \varphi_{3 j}\right\} \tag{3.4}
\end{align*}
$$

where

$$
\begin{aligned}
U_{4 j} & =C S_{j}^{P} \\
\psi\left(x_{i j}\right) & =\frac{U_{4 j} x_{i j} \ln \left(S_{j}\right) e^{-U_{4 j} x_{i j}}}{1-e^{-U_{4 j} x_{i j}}} \\
\varphi_{r j} & =\frac{\left.\alpha_{r} U_{4 j} t_{j} \ln \left(s_{j}\right) e^{-U_{4 j} t_{j}} j_{j}\right)^{\alpha_{r}-1}}{1-\Delta\left(t_{j}\right)^{\alpha_{r}}}
\end{aligned}
$$

$$
\text { for all } i=1,2, \ldots, n_{j} \text { and } j=1,2, \ldots, k \text {, }
$$

and

$$
\varphi_{3 j}=\frac{\left(\alpha_{1}+\alpha_{2}+\alpha_{3}\right) U_{4 j} t_{j} \ln \left(s_{j}\right) e^{-U_{4 j} t_{j}} \Delta\left(t_{j}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}-1}}{1-\Delta\left(t_{j}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}}}
$$

$$
\begin{align*}
\frac{\partial \ln (L)}{\partial \alpha_{1}} & =\frac{\vartheta_{2}}{\alpha_{1}}+\frac{\vartheta_{3}}{\alpha_{1}+\alpha_{3}}+\sum_{j=1}^{k}\left\{\sum_{i=1}^{m_{1 j}} L\left(x_{i j}\right)+\sum_{i=1}^{m_{2 j}} L\left(x_{i j}\right)+\sum_{i=1}^{m_{3 j}} L\left(x_{i j}\right)+\sum_{i=1}^{m_{4 j}} L\left(x_{i j}\right)-\frac{m_{5 j} \Delta\left(t_{j}\right)^{\alpha_{1}} L\left(t_{j}\right)}{1-\Delta\left(t_{j}\right)^{\alpha_{1}}}\right. \\
& \left.-\frac{m_{6 j} \Delta\left(t_{j}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}} L\left(t_{j}\right)}{1-\Delta\left(t_{j}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}}}\right\}, \tag{3.5}
\end{align*}
$$

and

$$
\begin{align*}
\frac{\partial \ln (L)}{\partial \alpha_{2}} & =\frac{\vartheta_{1}}{\alpha_{2}}+\frac{\vartheta_{4}}{\alpha_{2}+\alpha_{3}}+\sum_{j=1}^{k}\left\{\sum_{i=1}^{m_{1 j}} L\left(y_{i j}\right)+\sum_{i=1}^{m_{2 j}} L\left(y_{i j}\right)+\sum_{i=1}^{m_{3 j}} L\left(x_{i j}\right)+\sum_{i=1}^{m_{5 j}} L\left(y_{i j}\right)-\frac{m_{4 j} \Delta\left(t_{j}\right)^{\alpha_{2}} L\left(t_{j}\right)}{1-\Delta\left(t_{j}\right)^{\alpha_{2}}}\right. \\
& -\frac{m_{6 j} \Delta\left(t_{j}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}} L\left(t_{j}\right)}{1-\Delta\left(t_{j}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}}} \tag{3.6}
\end{align*}
$$

The solutions for the first partial derivatives equations (3.4), (3.5) and (3.6) cannot be obtained theoretically. So that, a numerical technique such as Mathcad Package will be used to obtain the solutions numerically.
The elements of the Fisher information matrix $(F)$ for the MLEs can be obtained as a symmetric matrix of negative second partial derivatives and the derivatives evaluated using the MLEs $\hat{P}, \hat{\alpha}_{1}$ and $\hat{\alpha}_{2}$, The asymptotic variancecovariance matrix ( $\Sigma$ ) for the MLEs is defined as the inverse of Fisher information matrix that is,

$$
F=-\left[\begin{array}{ccc}
\frac{\partial^{2} \ln (L)}{\partial \widehat{P}^{2}} & \frac{\partial^{2} \ln (L)}{\partial \widehat{P}^{2} \partial \widehat{\alpha}_{1}} & \frac{\partial^{2} \ln (L)}{\partial \widehat{P} \partial \widehat{\alpha}_{2}} \\
\frac{\partial^{2} \ln (L)}{\partial \widehat{\alpha}_{1} \partial \widehat{P}} & \frac{\partial^{2} \ln (L)}{\partial \widehat{\alpha}_{1}^{2}} & \frac{\partial^{2} \ln (L)}{\partial \widehat{\alpha}_{1} \partial \widehat{\alpha}_{2}} \\
\frac{\partial^{2} \ln (L)}{\partial \widehat{\alpha}_{2} \partial \widehat{P}} & \frac{\partial^{2} \ln (L)}{\partial \widehat{\alpha}_{2} \partial \widehat{\alpha}_{1}} & \frac{\partial^{2} \ln (L)}{\partial \widehat{\alpha}_{2}^{2}}
\end{array}\right]
$$

where the second partial derivatives of the log-likelihood function (3.3) with respect to the unknown parameters $P, \alpha_{1}$ and $\alpha_{2}$ are as following:

$$
\begin{aligned}
\frac{\partial^{2} \ln (L)}{\partial P^{2}} & =\sum_{j=1}^{k}\left\{-\left[U_{4 j} U_{3 j} \ln \left(S_{j}\right)^{2}\right]+\left(\alpha_{1}+\alpha_{3}-1\right) \sum_{i=1}^{m_{1 j}}\left[D\left(x_{i j}\right)\right]+\left(\alpha_{2}-1\right) \sum_{i=1}^{m_{1 j}}\left(D_{y_{i j}}\right)+\left(\alpha_{1}-1\right) \sum_{i=1}^{m_{2 j}}\left[D\left(x_{i j}\right)\right]\right. \\
& +\left(\alpha_{1}+\alpha_{2}+\alpha_{3}-1\right) \sum_{i=1}^{m_{3 j}}\left[D\left(x_{i j}\right)\right]+\left(\alpha_{2}+\alpha_{3}-1\right)\left[\sum_{i=1}^{m_{2 j}}\left[D\left(y_{i j}\right)\right]+\sum_{i=1}^{m_{5 j}}\left[D\left(y_{i j}\right)\right]\right]+\left(\alpha_{1}+\alpha_{3}-1\right) \\
& \left.\cdot \sum_{i=1}^{m_{4 j}}\left[D\left(x_{i j}\right)\right]+m_{4 j} H_{2 j}+m_{5 j} H_{1 j}+m_{6 j} H_{3 j}\right\},
\end{aligned}
$$

where
$D\left(x_{i j}\right)=\frac{U_{4 j} x_{i j}\left[\ln \left(S_{j}\right)\right]^{2} e^{-U_{4 j} x_{i j}}\left\{\left(1-U_{4 j} x_{i j}\right) \Delta\left(x_{i j}\right)-U_{4 j} x_{i j} e^{-U_{4 j} x_{i j}}\right\}}{\Delta\left(x_{i j}\right)^{2}}$,

$$
H_{r j}=\frac{\alpha_{r} U_{4 j} t_{j}\left[\ln \left(s_{j}\right)\right]^{2} e^{-2 U_{4 j} t_{j}} \Delta\left(t_{j}\right)^{\alpha_{r}-1}}{\left[1-\Delta\left(t_{j}\right)^{\alpha_{r}}\right]^{2}} \cdot\left\{\left[e^{U_{4 j} t_{j}}-U_{4 j} t_{j} e^{U_{4 j} t_{j}}+\left(\alpha_{1}-1\right) U_{4 j} t_{j}\right]\left[1-\Delta\left(t_{j}\right)^{\alpha_{r}}\right]-\alpha_{1} U_{4 j} t_{j} \Delta\left(t_{j}\right)^{\alpha_{r}-1}\right\}
$$

for all $r=1,2$,
and $H_{3 j}=\frac{\left(\alpha_{1}+\alpha_{2}+\alpha_{3}\right) U_{4 j} t_{j}\left[\ln \left(s_{j}\right)\right]^{2} e^{-2 U_{4 j} t_{j}} \Delta\left(t_{j}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}-1}}{\left[1-\Delta\left(t_{j}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}}\right]^{2}} \cdot\left\{\left[e^{U_{4 j} t_{j}}-U_{4 j} t_{j} e^{U_{4 j} t_{j}}+\left(\alpha_{1}+\alpha_{2}+\alpha_{3}-1\right) U_{4 j} t_{j}\right]\right.$

$$
\begin{gathered}
\left.\cdot\left[1-\Delta\left(t_{j}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}}\right]-\left(\alpha_{1}+\alpha_{2}+\alpha_{3}\right) U_{4 j} t_{j} \Delta\left(t_{j}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}-1}\right\}, \\
\frac{\partial^{2} \ln (L)}{\partial \alpha_{1}^{2}}=-\frac{\vartheta_{2}}{\alpha_{1}^{2}}-\frac{\vartheta_{3}}{\left(\alpha_{1}+\alpha_{3}\right)^{2}}-\sum_{j=1}^{k}\left(m_{5 j} Q_{1 j}+m_{6 j} Q_{3 j}\right)
\end{gathered}
$$

where

$$
Q_{r j}=\frac{\Delta\left(t_{j}\right)^{\alpha_{r}} L\left(t_{j}\right)^{2}\left[1-2 \Delta\left(t_{j}\right)^{\alpha_{r}}\right]}{\left[1-\Delta\left(t_{j}\right)^{\alpha_{r}}\right]^{2}}
$$

for all $r=1,2$,
and

$$
\begin{aligned}
Q_{3 j} & =\frac{\Delta\left(t_{j}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}} L\left(t_{j}\right)^{2}\left[1-2 \Delta\left(t_{j}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}}\right]}{\left[1-\Delta\left(t_{j}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}}\right]^{2}}, \\
\frac{\partial^{2} \ln (L)}{\partial \alpha_{2}^{2}} & =-\frac{\vartheta_{1}}{\alpha_{2}^{2}}-\frac{\vartheta_{4}}{\left(\alpha_{2}+\alpha_{3}\right)^{2}}-\sum_{j=1}^{k}\left(m_{4 j} Q_{2 j}+m_{6 j} Q_{3 j}\right), \\
\frac{\partial^{2} \ln (L)}{\partial \alpha_{1} \partial P} & =\sum_{j=1}^{k}\left\{\sum_{i=1}^{m_{1 j}} \psi\left(x_{i j}\right)+\sum_{i=1}^{m_{2 j}} \psi\left(x_{i j}\right)+\sum_{i=1}^{m_{3 j}} \psi\left(x_{i j}\right)+\sum_{i=1}^{m_{4 j}} \psi\left(x_{i j}\right)-m_{5 j} Z_{1 j}-m_{6 j} Z_{3 j}\right\},
\end{aligned}
$$

where

$$
Z_{r j}=\frac{U_{4 j} t_{j} e^{-U_{4 j} t_{j}} \Delta\left(t_{j}\right)^{\alpha_{r}-1} \ln \left(s_{j}\right)}{\left(1-\Delta\left(t_{j}\right)^{\alpha_{r}}\right)^{2}}\left\{\left[1+\alpha_{r} L\left(t_{j}\right)\right]\left[1-\Delta\left(t_{j}\right)^{\alpha_{r}}\right]-\alpha_{1} \Delta\left(t_{j}\right)^{\alpha_{r}} L\left(t_{j}\right)\right\}
$$

and

$$
\begin{aligned}
Z_{3 j}= & \frac{U_{4 j} t_{j} e^{-U_{4 j} t_{j}} \Delta\left(t_{j}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}-1} \ln \left(s_{j}\right)}{\left[1-\Delta\left(t_{j}\right)^{\left.\alpha_{1}+\alpha_{2}+\alpha_{3}\right]^{2}}\right.} \cdot\left\{\left[1+\left(\alpha_{1}+\alpha_{2}+\alpha_{3}\right) L\left(t_{j}\right)\right]\left[1-\Delta\left(t_{j}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}}\right]-\left(\alpha_{1}+\alpha_{2}+\alpha_{3}\right)\right. \\
& \left.\cdot \Delta\left(t_{j}\right)^{\alpha_{1}+\alpha_{2}+\alpha_{3}} L\left(t_{j}\right)\right\} . \\
\frac{\partial^{2} \ln (L)}{\partial \alpha_{2} \partial P}= & \sum_{j=1}^{k}\left\{\sum_{i=1}^{m_{1 j}} \psi\left(y_{i j}\right)+\sum_{i=1}^{m_{2 j}} \psi\left(y_{i j}\right)+\sum_{i=1}^{m_{3 j}} \psi\left(x_{i j}\right)+\sum_{i=1}^{m_{5 j}} \psi\left(y_{i j}\right)-m_{4 j} Z_{2 j}-m_{6 j} Z_{3 j}\right\},
\end{aligned}
$$

and
$\frac{\partial^{2} \ln (L)}{\partial \alpha_{2} \partial \alpha_{1}}=-\sum_{j=1}^{k}\left(m_{6 j} Q_{3 j}\right)$.

## 4. Simulation study

To illustrate the theoretical results, a numerical example will be given to obtain the MLEs of unknown parameters $P, \alpha_{1}$ and $\alpha_{2}$ and their approximate variance-covariance matrix using Mathcad software. The simulation procedures are described through the following steps:
i) Consider three accelerated stress levels $V_{1}=0.75, V_{2}=1.5, V_{3}=2.25$ and assume that usual stress is $V_{u}=0.5$.
ii) Assume that the experiment is terminated at a specified time $t_{j}, j=1,2,3$, where, $t_{1}=4, t_{2}=3, t_{3}=2$.
iii) Generating random samples under usual stress of size $n_{u}$ bivariate observations from the BVGE distribution with parameter $\lambda=0.25, \alpha_{1}=2, \alpha_{2}=1.5$ and $\alpha_{3}=1$ as following:

- Generate $n_{u}$ bivariate observations from uniform ( 0,1 ).
- Generate $\left\{v_{11}, \ldots, v_{1 n_{u}}\right\}$ from $\operatorname{GE}\left(\alpha_{1}, \lambda\right)$, similarly, $\left\{v_{21}, \ldots, v_{2 n_{u}}\right\}$ from $\operatorname{GE}\left(\alpha_{2}, \lambda\right),\left\{v_{31}, \ldots, v_{3 n_{u}}\right\}$ from $\operatorname{GE}\left(\alpha_{3}, \lambda\right)$ Obtain $x_{i 1}=\max \left\{v_{1 i}, v_{3 i}\right\}$ and $y_{i 1}=\max \left\{v_{2 i}, v_{3 i}\right\}$, for $i=1, \ldots, n_{u}$.
Thus, generated random samples for usual stress of size $n_{u}=25,50,75,150$ from a BVGE distribution are presented with $\lambda=0.25, \alpha_{1}=2, \alpha_{2}=1.95$ and $\alpha_{3}=1$, see, kundu and Gupta [12].
iv) The Kolmgrov-Simrnov (K-S) test is used for assessing that the data set follows the BVGE distribution; see AlMutrairi et al. [2].
v) The $m_{1 j}, m_{2 j}, m_{3 j}, m_{4 j}, m_{5 j}$ and $m_{6 j}$ for the generated BVGE random numbers are calculated as following:
$m_{1 j}=\sum_{i=1}^{n_{j}} a_{i j}, \quad m_{2 j}=\sum_{i=1}^{n_{j}} c_{i j}, \quad m_{3 j}=\sum_{i=1}^{n_{j}} f_{i j}, \quad m_{4 j}=\sum_{i=1}^{n_{j}} b_{i j}, \quad m_{5 j}=\sum_{i=1}^{n_{j}} d_{i j}, \quad m_{6 j}=\sum_{i=1}^{n_{j}} p_{i j}$. where
$a_{i j}=\left\{\begin{array}{cc}1 & \text { if } X_{i j}<Y_{i j}<T_{j} \\ 0 & \text { if otherwise }\end{array}\right.$,
$b_{i j}=\left\{\begin{array}{lc}1 & \text { if } X_{i j}<T_{j}<Y_{i j} \\ 0 & \text { if otherwise }\end{array}\right.$,
$c_{i j}=\left\{\begin{array}{lr}1 & \text { if } Y_{i j}<X_{i j}<T_{j} \\ 0 & \text { if otherwise }\end{array}\right.$,
$d_{i j}=\left\{\begin{array}{lr}1 & \text { if } Y_{i j}<T_{j}<X_{i j} \\ 0 & \text { if otherwise }\end{array}\right.$,
$f_{i j}=\left\{\begin{array}{ccc}1 & \text { if } & 0<\left(X_{i j}=Y_{i j}\right)<T_{j} \\ 0 & \text { if } & \text { otherwise }\end{array}\right.$,
$p_{i j}=\left\{\begin{array}{c}1 \\ \text { if } \min \left(X_{i j}, Y_{i j}\right)>T_{j} \\ 0\end{array}\right.$ if otherwise.
vi) At each stress level $25,50,75,150$ bivariate observations ( $X, Y$ ) was generated from a BVGE distribution then $N=75,150,225,450$.
vii) Assume that $C=0.5$ and $\alpha_{3}=1$ and the initial values $P=-0.25, \alpha_{1}=2$ and $\alpha_{2}=1.95$, using the likelihood equation (3.2) the MLEs $\hat{P}, \hat{\alpha}_{1}$ and $\hat{\alpha}_{2}$ will be obtained using iterative procedure using Mathcad Software, their approximate variance-covariance matrix, relative bias (RAB), mean square error (MSE) and a $99.99 \%$ asymptotic confidence intervals are displayed in Table 1.

Table 1: The Estimates, Relative Bais, MSE and Confidence Interval.

| $N$ | parameter | MLE | MSE | Confidence Intervals |
| :--- | :--- | :--- | :--- | :--- |
| 75 | $P$ | -0.410 | 0.427 | $(-0.822,0.002)$ |
|  | $\alpha_{1}$ | 2.761 | 0.518 | $(0.873,4,649)$ |
|  | $\alpha_{2}$ | 1.561 | 0.321 | $(-0.076,3.198)$ |
| 225 | $P$ | -0.411 | 0.424 | $(-0.701,-0.121)$ |
|  | $\alpha_{1}$ | 2.650 | 0.272 | $(1.288,3.912)$ |
|  | $\alpha_{2}$ | 1.470 | 0.186 | $(0.378,2.562)$ |
| 450 | $P$ | -0.41 | 0.415 | $(-0.647,-0.173)$ |
|  | $\alpha_{1}$ | 2.639 | 0.212 | $(1.616,3.662)$ |
|  | $\alpha_{2}$ | 1.463 | 0.145 | $(0.576,2.35)$ |

## 5. Conclusion

This paper presented statistical inference for BVGE distribution under CSALT with k-stress levels. The scale parameter was assumed to be an inverse power law function of the stress level. The MLEs are obtained for the unknown parameter $P, \alpha_{1}$ and $\alpha_{2}$ for BVGE distribution under type-I censored data with CSALT. Then, the MLEs are calculated numerically for the unknown parameters under type-I censoring and CSALT. By using MLEs it is obtained the values for their approximate variance-covariance matrix, relative bias, mean square error and $99.99 \%$ asymptotic confidence intervals. Finally, Mathcad technique is used to obtain the numerical results for the proposed model, then, we conclude that the MSE for unknown parameters are decrease as the sample size increase.
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