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#### Abstract

We introduce a new four parameter continuous model, called the Kumaraswamy compound Rayleigh ( KwCR ) distribution that extends the compound Rayleigh distribution. We study some mathematical properties of this distribution such as; mean, variance, coefficient of variation, quantile function, median, ordinary and incomplete moments, skewness, kurtosis, moment and probability generating functions, reliability analysis, Lorenz, Bonferroni and Zenga curves, Rényi of entropy, order statistics and record statistics. We consider the methods of moments and maximum likelihood for estimating the model parameters.
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## 1. Introduction

The compound Rayleigh distribution plays a vital role for modelling and analysis in different areas of statistics including reliability study and life time data espically in biological and medical science. In the last couple of decades, statisticans have much attention to study this distribution. Abushal [1] applied the maximum likelihood and Bayes approches to estimate parameters, reliability and hazard functions of compound Rayleigh distribution based on progressive first-failure censord data. Shajaee et al. [2] obtained the empirical Bayes estimates for parameter and reliability function assciated to compound Rayleigh distribution under record data. Barot and Patal [3] compared the maximum likelihood and Bayes estimates of the reliability parameters corresponding to compound Rayleigh distribution under progressive type-ii censored data. Abd-Elmougod and Mahmoud [4] studied the compound Rayleigh distribution with constant partially accelerated life tests under an adaptive type-ii propgressive hybrid censored data.
The random variable $X$ with compound Rayleigh distribution (CR) distribution has the cumulative distribution function (cdf) given by
$G(x ; \alpha, \beta)=1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}, \quad x>0, \alpha, \beta>0$
where $\beta$ and $\alpha$ are the scale and shape parameters respectively. The probability density function (pdf) corresponding to Eq. (1) takes the form

$$
\begin{equation*}
g(x ; \alpha, \beta)=2 \alpha \beta^{\alpha} x\left(\beta+x^{2}\right)^{-(\alpha+1)}, \quad x>0, \alpha, \beta>0 \tag{2}
\end{equation*}
$$

This study aims to propose a new distribution so called, Kumaraswamy compound Rayleigh (KwCR) distribution and investigate some of its statistical properties. The model parameters
of the new model are estimated by using the moments and maximum likelihood approaches.
The rest of this paper is as follows. In Section 2, we define the Kumaraswamy compound Rayleigh (KwCR) distribution and obtain some corresponding reliability functions. The limit of the KwCR distribution is studied in Section 3. The expansion of the KwCR distribution is discussed in Section 4. In Section 5, some mathematical properties of the new distribution are discussed. The moments and maximum likelihood estimates are derived in Section 6. Some concluding remarks have been given in the last Section.

## 2. The KwCR distribution

In this section, we present the Kumaraswamy compound Rayleigh distribution and its sub-models. Some reliability functions corresponding to this distribution are also discussed.
Let $G(x)$ be the cdf of any random variable $X$. Cordeiro and Castro [5] introduced a new procedure for building a new distribution from $G(x)$ known as the Kw generalized (Kw-G) distribution given by

$$
\begin{equation*}
F(x)=1-\left\{1-[G(x)]^{a}\right\}^{b} \tag{3}
\end{equation*}
$$

Where $a>0$ andare two additional shape parameters for $b>0$ the $F$ distribution. The corresponding pdf for Eq.(3) is given by

$$
\begin{equation*}
f(x)=\operatorname{abg}(x)[G(x)]^{a-1}\left\{1-[G(x)]^{a}\right\}^{b-1} \tag{4}
\end{equation*}
$$

Where $g(x)=\partial G(x) / \partial x$ is the baseline density function. Replacing Eq. (1) in Eq. (3), we obtain a new distribution, called the Kumaraswamy compound Rayleigh (KwCR) distribution with cdf given from

$$
\begin{equation*}
F(x ; \alpha, \beta, a, b)=1-\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{a}\right\}^{b} \tag{5}
\end{equation*}
$$

The pdf corresponding to Eq. (5) is given by

$$
\begin{align*}
f(x ; \alpha, \beta, a, b)= & 2 a b \alpha \beta^{\alpha} x\left(\beta+x^{2}\right)^{-(\alpha+1)}\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{\alpha-1} \\
& \times\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{a}\right\}^{b-1} \tag{6}
\end{align*}
$$

For $x>0, \alpha>0, \beta>0, a>0$ and $b>0$.
For the reliability analysis, the reliability function, hazard $R(x)$ function $h(x)$, inverse hazard function $h_{r}(x)$ and cumulative hazard function $H(x)$ for the KwCR distribution are given respectively from

$$
\begin{equation*}
R(x)=1-F(x)=\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{a}\right\}^{b}, \tag{7}
\end{equation*}
$$

$$
\begin{align*}
h(x)=\frac{f(x)}{R(x)}= & 2 a b \alpha \beta^{\alpha} x\left(\beta+x^{2}\right)^{-(\alpha+1)}\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{\alpha-1} \\
& \times\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{\alpha}\right\}^{-(2 b-1)} \\
h_{r}(x)=\frac{f(x)}{F(x)}= & 2 a b \alpha \beta^{\alpha} x\left(\beta+x^{2}\right)^{-(\alpha+1)} \times\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{\alpha-1} \\
& \times\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{\alpha}\right\} \\
& \times\left(1-\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{\alpha}\right\}^{b}\right)^{-1} \tag{9}
\end{align*}
$$

And
$H(x)=-\ln R(x)$

$$
\begin{equation*}
=-\ln \left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{a}\right\}^{b} \tag{10}
\end{equation*}
$$

### 2.1. Sub-models

The following distributions can be obtained as special cases of the KwCR distribution:

1) If $a=b=1$, Eq. (6) reduces to the compound Rayleigh distribution, $\mathrm{CR}(\alpha, \beta)$.
2) When $a=b=\alpha=1$, Eq. (6) represents the compound Rayleigh distribution, $\mathrm{CR}(1, \beta)$.
3) Setting $a=b=\beta=1$, the KwCR distribution is reduced to the Burr-XII distribution, $\operatorname{BXII}(\alpha, 2)$.
4) Suppose $a=b=\alpha=\beta=1$, then we obtain the Burr-XII distribution, BXII (1,2).

## 3. The limit of the KwCR distribution

The limit of the Kumaraswamy compound Rayleigh distribution when $x \rightarrow 0$ is 0 and when $x \rightarrow \infty$ is 0 . We can show this by taking the limit of Eq. (6) as follows:

$$
\begin{aligned}
& \lim _{x \rightarrow 0} f(x)=\left(\lim _{x \rightarrow 0} 2 a b \alpha \beta^{\alpha}\right)\left(\lim _{x \rightarrow 0} x\right)\left(\lim _{x \rightarrow 0}\left(\beta+x^{2}\right)^{-(\alpha+1)}\right) \\
& \times\left(\lim _{x \rightarrow \infty}\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{-1}\right)\left(\lim _{x \rightarrow 0}\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{\alpha}\right\}^{b-1}\right)=0
\end{aligned}
$$

Because $\lim _{x \rightarrow \infty} x=0$ and $\lim _{x \rightarrow \infty}\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{-1}=0$. Similarly, replacing $x \rightarrow \infty$ in above, we obtain
$\lim _{x \rightarrow \infty} f(x)=0$

Because $\lim _{x \rightarrow \infty}\left(\beta+x^{2}\right)^{-(\alpha+1)}=0$ and $\left(\lim _{x \rightarrow 0}\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]\right\}^{b-1}\right)=0$


Fig. 1: The pdf of The KwCR distribution for different values of the parameters.


Fig. 1: The cdf of The KwCR distribution for different values of the parameters.

## 4. Expansion for the KwCR distribution

We can expand the cdf and pdf corresponding to KwCR distribution in terms of an infinite (or finite) weighted sums of cdf 's and pdf 's of random variables having CR distributions respectively. For $c$ is real non-integer, then we have the series representation
$(1-v)^{c}=\sum_{j=0}^{\infty}(-1)^{j}\binom{c}{j} v^{j},|v|<1$

Therefore, the cdf of KwCR distribution can be expressed as follows:
$F(x ; \alpha, \beta, a, b)=1-\sum_{j, i=0}^{\infty} z_{j, i} \bar{G}(x ; \alpha i, \beta)$

Where
$z_{j, i}=\frac{(-1)^{j+i} \Gamma(b+1) \Gamma(a j+1)}{j!i!\Gamma(b-j+1) \Gamma(a j-i+1)}$

And $\bar{G}(x ; \alpha i, \beta)=1-G(x ; \alpha i, \beta), G(x ; \alpha i, \beta)$ deotes the cdf of CR distribution with parameters $\alpha i$ and $\beta$. If $a$ and $b$ are integers,
then the summations in Eq. (12) are stoped at $b$ and $a j$ respectively.
Likewise, we can rewrite; the pdf of the KwCR distribution in Eq. (6) as follows:
$f(x ; \alpha, \beta, a, b)=\sum_{j,, n, n=0}^{\infty} w_{j, \ldots, h} H(x ; \alpha(j+h+1), \beta)$
Where

$$
w_{j, i, h}=\frac{(-1)^{j+i+h} \Gamma(a) \Gamma(b) \Gamma(a i+1) a b}{(j+h+1) j!i!h!\Gamma(a-j) \Gamma(b-i) \Gamma(a i-h+1)}
$$

And $H(x ; \alpha(j+h+1), \beta)$ deotes the pdf of CR distribution with parameters $\alpha(j+h+1)$ and $\beta$. Also, if $a$ and $b$ are integers, then the summations in Eq. (13) are stoped at $a, b$ and $a i$ respectively.

## 5. Mathematical properties

In this section, we discuss some mathematical properties of the proposed distribution such as; quantile function, ordinary and incomplete moments, coefficient of variation, skewness, kurtosis, median, moment and probability generating functions, Lorenz, Bonferroni and Zenga curves, Rényi of entropy, order statistics and record statistics.

### 5.1. Quantile function and simulation

The quantile function of the KwCR distribution, say $Q(\mu)=F^{-1}(\mu)$ random variable can be obtained by inverting Eq. (5) as

$$
\begin{equation*}
Q(\mu)=\left\{\beta\left[\left\{1-\left[1-(1-u)^{1 / /}\right]^{1 / \alpha}\right\}^{-1 / \alpha}\right]-1\right\}^{1 / 2} \tag{14}
\end{equation*}
$$

Simulating the KwCR random variable is straightforward. If $U$ is a uniform variate on the interval ( 0,1 ), then the random variable $X=Q(U)$ follows Eq. (6). Based on Eq. (14), we can deduct that the median $m$ of $X$ is $m=Q(1 / 2)$.

### 5.2. Ordinary moments

Suppose $X$ is a random variable distributed according to KwCR distribution, then the ordinary moments, , say $\mu_{r}^{\prime}$ is given by

$$
\begin{aligned}
& \mu_{r}^{\prime}=E\left(X^{\prime}\right)=2 a b \alpha \beta^{\alpha} \oint_{0}^{\alpha+1}\left(\beta+x^{2}\right)^{-(a+1)} \\
& \times\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{\alpha-1}\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{\alpha}\right\}^{b-1} d x \\
& =2 \alpha \sum_{j, i, h=0}^{\infty} w_{j, i, h}(j+h+1) \beta^{\alpha(j+h+1)} \int_{0}^{\infty} x^{r+1}\left(\beta+x^{2}\right)^{-[\alpha(j+h+1)+1]} d x \\
& =\frac{2 \alpha}{\beta} \sum_{j, t h=0}^{\infty} w_{j, t, h}(j+h+1) \int_{0}^{\infty} x^{r+1}\left(1+\frac{x^{2}}{\beta}\right)^{-(\alpha(j+h(t)+1]} d x
\end{aligned}
$$

Using $z=\left(1+x^{2} / \beta\right)^{-1}$, then we obtain

$$
\begin{align*}
\mu_{r}^{\prime} & =\alpha \beta^{\prime / 2} \sum_{j, t h=0}^{\infty} w_{j, t h 1}(j+h+1) \int_{0}^{1} z^{\alpha(j+h(h)-(r) 2) 1}(1-z)^{\prime / 2} d z \\
& =\alpha \beta^{\prime / 2} \sum_{j, h, h=0}^{\infty} w_{j, i, h}(j+h+1) \beta[\alpha(j+h+1)-r / 2, r / 2+1]
\end{align*}
$$

Where $\beta(.,$.$) is the beta function. Substituting r=1,2$ in Eq. (15), then we get the mean and variance respectively as follows:

$$
\begin{equation*}
\mu_{1}^{\prime}=\alpha \beta^{1 / 2} \sum_{j, t h=0}^{\infty} w_{j, t, h}(j+h+1) \beta[\alpha(j+h+1)-1 / 2,3 / 2] \tag{16}
\end{equation*}
$$

And

$$
\begin{align*}
v(x)= & \mu_{2}^{\prime}-\mu_{1}^{\prime 2} \\
= & \alpha \beta \sum_{j, h, h=0}^{\infty} w_{j, i, h}(j+h+1) \beta[\alpha(j+h+1)-1,2] \\
& -\alpha^{2} \beta\left[\sum_{j, h, h=0}^{\infty} w_{j, i, h}(j+h+1) \beta[\alpha(j+h+1)-1 / 2,3 / 2]\right]^{2} \tag{17}
\end{align*}
$$

### 5.3. Coefficients of variation, skewness and kurtosis

The coefficients of variation, skewness and kurtosis of the KwCR distribution are given respectively as follows:
$C . V=\frac{\sigma}{\mu}$

$$
\begin{equation*}
=\frac{\left.\left.\sqrt{\left\{\left[\sum_{j, h=0}^{\infty} w_{j, . h}(j+h+1) \beta[\alpha(j+h+1)-1,2]\right.\right.} \sum_{j, h, n=0}^{\infty} w_{j, i, h}(j+h+1) \beta[\alpha(j+h+1)-1 / 2,3 / 2]\right]^{2}\right]^{2}}{\alpha^{1 / 2} \sum_{j, h, h=0}^{\infty} w_{j, \ldots, h}(j+h+1) \beta[\alpha(j+h+1)-1 / 2,3 / 2]}, \tag{18}
\end{equation*}
$$

$$
\varpi_{1}=\frac{\mu_{3}^{\prime}}{\left(\mu_{2}^{\prime}\right)^{3 / 2}}
$$

$$
\begin{equation*}
=\frac{\beta^{1 / 2} \sum_{,, h, n=0}^{\infty} w_{j, \ldots, h}(j+h+1) \beta[\alpha(j+h+1)-3 / 2,5 / 2]}{\alpha^{1 / 2}\left\{\sum_{j, i, h=0}^{\infty} w_{j, i, h}(j+h+1) \beta[\alpha(j+h+1)-1 / 2,3 / 2]\right\}^{3 / 2}} \tag{19}
\end{equation*}
$$

And

$$
\begin{equation*}
\varpi_{2}=\frac{\mu_{4}^{\prime}}{\left(\mu_{2}^{\prime}\right)^{2}}=\frac{\beta \sum_{j, h=0}^{\infty} w_{j, \ldots, h}(j+h+1) \beta[\alpha(j+h+1)-2,3]}{\alpha\left\{\sum_{j, h=0}^{\infty} w_{j, i, h}(j+h+1) \beta[\alpha(j+h+1)-1 / 2,3 / 2]\right\}^{2}} \tag{20}
\end{equation*}
$$

### 5.4. Incomplete moments

Suppose $X$ is a random variable has the KwCR distribution, then the $r^{t h}$ incomplete moments denoted as $m_{r}(z)$ can be obtained as follows:

$$
\begin{aligned}
m_{r}(z) & =\int_{0}^{2} x^{r} f(x) d x \\
& =\frac{2 \alpha}{\beta} \sum_{j, h, t=0}^{\infty} w_{j, \ldots, h}(j+h+1) \int_{0}^{2} x^{r+1}\left(1+\frac{x^{2}}{\beta}\right)^{-[\alpha(j+h+h)+1+1]} d x
\end{aligned}
$$

Insert $w=\left(1+x^{2} / \beta\right)^{-1}$, then we get


Based on the binomial expansion to the last factor, we get
$m_{r}(z)=\alpha \beta^{\prime / 2} \sum_{j, t h=0}^{\infty} \sum_{=0}^{r 2}(r / 2)(-1) w_{j, \ldots, h}(j+h+1) \int_{\left(1+z^{2} /()\right)^{1}}^{1} w^{\alpha(j+h(1)+-(r / 2)-1} d w$

### 5.5. Generating functions

The moment generating function, say $M_{x}(t)$ of the KwCR distribution can be obtained as follows:

$$
\begin{align*}
M_{x}(t)=E\left(e^{\alpha x}\right)= & 2 a b \alpha \beta^{\alpha} \int_{0}^{\infty} e^{t x} x\left(\beta+x^{2}\right)^{-(\alpha+1)} \\
& \times\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{\alpha-1}\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{\alpha}\right\}^{b-1} d x  \tag{24}\\
= & \frac{2 \alpha}{\beta} \sum_{j, i, h=0}^{\infty} w_{j, i, h}(j+h+1) \int_{0}^{\infty} e^{i x} x\left(1+\frac{x^{2}}{\beta}\right)^{-[\alpha(j+h+1)+1]} d x \tag{25}
\end{align*}
$$

Using $e^{t x}=\sum_{=0}^{\infty} \frac{t x}{!}$, then we get

$$
\begin{align*}
M_{x}(t) & =\alpha \sum_{j, i, h,=0}^{\infty} \frac{w_{j, i, h}(j+h+1) t \beta^{/ 2}}{!} \int_{0}^{1} z^{\alpha(j+h+1)-(/ 2)-1}(1-z)^{/ 2} d z  \tag{26}\\
& =\alpha \sum_{j, i, h,=0}^{\infty} \frac{w_{j, i, h}(j+h+1) t \beta^{/ 2}}{!} \beta[\alpha(j+h+1)-/ 2, / 2+1] \tag{22}
\end{align*}
$$

Similarly, the probability generating function, denoted as $M_{[x]}(t)$ of the KwCR distribution can be derived as below

$$
\begin{aligned}
M_{[x]}(t)=E\left(t^{x}\right)= & 2 a b \alpha \beta^{\alpha} \int_{0}^{\infty} t^{x} x\left(\beta+x^{2}\right)^{-(\alpha+1)} \\
& \times\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{\alpha-1}\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{\alpha}\right\}^{b-1} d x \\
= & \frac{2 \alpha}{\beta} \sum_{j, i, h=0}^{\infty} w_{j, i, h}(j+h+1) \int_{0}^{\infty} t^{x} x\left(1+\frac{x^{2}}{\beta}\right)^{-\alpha(j+h+1)+1]} d x
\end{aligned}
$$

Using $t^{x}=\sum_{=0}^{\infty} \frac{(\ln t) x}{!}$, then we get

$$
\begin{align*}
M_{[x 1}(t) & =\alpha \sum_{j, i, h, h=0}^{\infty} \frac{w_{j, i, h}(j+h+1)(\ln t) \beta^{/ 2}}{!} \int_{0}^{1} z^{\alpha(j+h+1)-(\mid 2)-1}(1-z)^{/ 2} d z \\
& =\alpha \sum_{j, i, h,=0}^{\infty} \frac{w_{j, i, h, h}(j+h+1)(\ln t) \beta^{\prime 2}}{!} \beta[\alpha(j+h+1)-/ 2, / 2+1] \tag{23}
\end{align*}
$$

### 5.6. Lorenz, Bonferroni and Zenga curves

The Lorenz, Bonferroni and Zenga curves have been used in different fields such as demography, insurance, reliability, medicine and economics. Oluyede and Rajasooriya [6] defined the Lorenz $L_{F}(x)$, Bonferroni $B(F(x))$ and Zenga $A(x)$ curves respectively as follows:
$L_{F}(x)=\frac{1}{E(x)} \int_{0}^{x} t f(t) d t$,
$B(F(x))=\frac{1}{F(x) E(x)} \int_{0}^{x} t f(t) d t=\frac{L_{F}(x)}{F(x)}$
$A(x)=1-\left[\frac{M^{-}(x)}{M^{+}(x)}\right]$

Where $M^{-}(x)=\frac{1}{F(x)} \int_{0}^{x} t f(t) d t$

And $M^{+}(x)=\frac{1}{1-F(x)} \int_{x}^{\infty} t f(t) d t$

Therefore, these quantities for the KwCR distribution are obtained below

$$
L_{F}(x)=\frac{\Upsilon_{1}}{\Upsilon_{2}}
$$

$B(F(x))=\frac{\Upsilon_{1}}{\Upsilon_{2} \Upsilon_{3}}$
And

$$
A(x)=1-\frac{\Upsilon_{1} \Upsilon_{4}}{\Upsilon_{3} \Upsilon_{5}}
$$

Where
$\Upsilon_{1}=\sum_{j, i, h=0}^{\infty} \sum_{k=0}^{1 / 2}\binom{1 / 2}{k} \frac{(-1)^{k} w_{j, i, h}(j+h+1)}{\alpha(j+h+1)+k-(1 / 2)}\left\{1-\left[1+\frac{x^{2}}{\beta}\right]^{1 / 2[\alpha(j(j+h+1)+k]}\right\}$,
$\Upsilon_{2}=\sum_{j, i, h=0}^{\infty} w_{j, i, h}(j+h+1) \beta[\alpha(j+h+1)-1 / 2,3 / 2]$,
$\Upsilon_{3}=1-\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{a}\right\}^{b}$,
$\Upsilon_{4}=\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{a}\right\}^{b}$,
$\Upsilon_{5}=\sum_{j, i, h=0}^{\infty} w_{j, i, h}(j+h+1) \beta_{\left(1+x^{2} / \beta\right)^{-1}}[\alpha(j++1)-1 / 2,3 / 2]$

And $\beta_{y}(a, b)=\int_{0}^{y} u^{a-1}(1-u)^{b-1} d u$ is the incomplete beta function.

### 5.7. Rényi entropy

The entropy of a random variable $X$ is a measure of randomness contained in a probability distribution. The Rényi entropy is defined as
$I_{R}(\delta)=\frac{1}{1-\delta}[\log I(\delta)]$,

Where $I(\delta)=\int f^{\delta}(x) d x, \delta>0$ and $\delta \neq 0$.
Using Eq. (6) yields

$$
\left.\begin{array}{rl}
I(\delta)= & 2^{\delta} a^{\delta} b^{\delta} \alpha^{\delta} \beta^{\delta \alpha} \int_{0}^{\infty} x^{\delta}\left(\beta+x^{2}\right)^{-\delta(\alpha+1)}\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{\delta(a-1)} \\
& \times\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{a}\right\}^{\delta(b-1)} d x \\
= & 2^{\delta-1} a^{\delta} b^{\delta} \alpha^{\delta} \beta^{(\delta-1) / 2} \sum_{j, i,=0}^{\infty}\binom{\delta(a-1)}{j}\binom{\delta(b-1)}{i}(a i
\end{array}\right)(-1)^{j+i+}, ~ l
$$

And

$$
\begin{equation*}
\times \beta[\alpha(\delta+j+)+(\delta-1) / 2,(\delta+1 / 2)] \tag{27}
\end{equation*}
$$

Consequently, the Rényi entropy is given by using Eq. (27) in the last definition.

### 5.8. Order statistics

Order statistics play an important role in probability and statistics. Let $x_{1, n} \leq x_{2 n}, \ldots \leq x_{n n}$ be the ordered sample from a continuous population with $\operatorname{pdf} f(x)$ and $\operatorname{cdf} F(x)$. The pdf of $X_{k, n}$, the $k^{k t}$ order statistics is from

$$
f_{X_{t+n}}(x)=\frac{n!}{(k-1)!(n-k)!} f(x)[F(x)]^{k-1} \times[1-F(x)]^{n-k}
$$

Then, the pdf the $k^{k t}$ order KwCR random variable $X_{k k n}$ can be obtained by using Eqs. (5) and (6) in above equation to be

$$
\begin{equation*}
f_{X_{x_{1+1}}}(x)=\frac{2 n!a b \alpha \beta^{\alpha}}{(k-1)!(n-k)!} \Omega_{1} x\left(\beta+x^{2}\right)^{-(\alpha+1)} \times\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{\alpha-1} \tag{28}
\end{equation*}
$$

## Where

$\Omega_{1}=\sum_{j=1}^{k=1}\binom{k-1}{j}(-1)^{\prime}\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{a}\right\}^{b(n-k+j+1)-1}$
Therefore, the pdf the $1^{\prime \prime}$ order KwCR random variable $X_{t r n}$ is given by

$$
\begin{equation*}
f_{x_{1_{10}}}(x)=2 n a b \alpha \beta^{a} \Omega_{2} x\left(\beta+x^{2}\right)^{-(\alpha a+1)} \times\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{a-1} \tag{29}
\end{equation*}
$$

Where

$$
\Omega_{2}=\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{a}\right\}^{m b-1}
$$

Also, the pdf the $n^{n t}$ order KwCR random variable $X_{n n}$ is given by
$f_{X_{x_{n}}}(x)=2 n a b \alpha \beta^{\alpha} \Omega_{3} x\left(\beta+x^{2}\right)^{-(\alpha+1)}\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{\alpha-1}$
Where

$$
\Omega_{3}=\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{a}\right\}^{b-1}\left(1-\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{a}\right\}^{b-1}\right)^{n-1}
$$

Moreover, the joint distribution of two order statistics $X_{k n} \leq X_{s n}$ is given as

$$
\begin{aligned}
f_{x_{t+m}}\left(x_{1}, x_{2}\right)= & \frac{n!}{(k-1)!(s-k-1)!(n-s)!} f\left(x_{1}\right) \\
& \times f\left(x_{2}\right)\left[F\left(x_{1}\right)\right]^{k-1}\left[F\left(x_{2}\right)-F\left(x_{1}\right)\right]^{p-k-1}\left[1-F\left(x_{2}\right)\right]^{n-s}
\end{aligned}
$$

Using Eqs. (5) and (6) in the last equation, we obtain

$$
\begin{align*}
f_{x_{t+a}}\left(x_{1}, x_{2}\right)= & \frac{4 n!a^{2} b^{2} \alpha^{2} \beta^{2 \alpha}}{(k-1)!(s-k-1)!(n-s)!} \Omega_{4} \\
& \times x_{1} x_{2}\left(\beta+x_{1}^{2}\right)^{-(\alpha+1)}\left(\beta+x_{2}^{2}\right)^{-(\alpha+1)} \\
& \times\left[1-\beta^{\alpha}\left(\beta+x_{1}^{2}\right)^{-\alpha}\right]^{\alpha-1}\left[1-\beta^{\alpha}\left(\beta+x_{2}^{2}\right)^{-\alpha}\right]^{\alpha-1} \tag{31}
\end{align*}
$$

Where

$$
\begin{aligned}
\Omega_{4}= & \sum_{==0}^{s-1} \sum_{j=0}^{k-1}(s-k-1)\binom{k-1}{j}(-1)^{+j}\left\{1-\left[1-\beta^{\alpha}\left(\beta+x_{1}^{2}\right)^{-\alpha}\right]^{a}\right\}^{b(j+1)+s-(k++2)} \\
& \times\left\{1-\left[1-\beta^{\alpha}\left(\beta+x_{2}^{2}\right)^{-\alpha}\right]^{a}\right\}^{b(\alpha+-(s+1)-1}
\end{aligned}
$$

### 5.9. Record statistics

Record values and the associated statistics are of great interest in many real life applications such as industrial stress testing, meteorological analysis, hydrology and athletic events. Suppose $X_{1}, X_{2}, \ldots, X_{n}$ is a sequence of independent and identical distributed random variables having cdf $F(x)$ and $\operatorname{pdf} f(x)$. Let $Y_{n}=\max (\min )\left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$ for $n \geq 1$. We say $X_{j}$ is an upper (lower) record value of this sequence if $Y_{j}>(<) Y_{j-1}, j>1$. Thus $X$, will be called an upper (lower) record value if its value exceeds (is lower than) that of all previous observations.
The pdf of $X_{v_{(r)}}$, the $r^{\text {th }}$ upper record is given as ( see Ahsanullah [7] and Arnold et al. [8])
$f_{X_{x_{u / \prime}}}(x)=\frac{1}{(r-1)!}[R(x)]^{\eta-1} f(x)$
Where
$R(x)=-\ln [1-F(x)]$
Then, the pdf the $r^{\prime \prime}$ upper record KwCR random variable $X_{U_{(r)}}$ can be obtained to be
$f_{x_{0(1)}}(x)=\frac{2 a b^{\gamma} \alpha \beta^{\alpha}}{(r-1)!} \Omega_{5} x\left(\beta+x^{2}\right)^{-(\alpha+1)} \times\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{\alpha-1}$
Where
$\Omega_{5}=\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{a}\right\}^{b-1}\left[\ln \left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]\right\}\right]^{a}$

Furthermore, the joint distribution of the first $n$ upper record values $x \equiv\left(x_{\left.U_{(1)}\right)}, x_{U(2)}, \ldots, x_{U(n)}\right)$ is given by (see Ahsanullah [7])
$f_{1,2 \ldots n}\left(x_{U(1)}, x_{U(2)}, \ldots, x_{U(n)}\right)=f\left(x_{U(n)}\right) \prod_{i=1}^{n-1} \frac{f\left(x_{U(1)}\right)}{1-F\left(x_{U(1)}\right)}$
Consequently, for the KwBC distribution we get
$f_{1,2, \ldots n}\left(x_{U(1)}, x_{U(2)}, \ldots, x_{U(n)}\right)=2^{n} a^{n} b^{n} \alpha^{n} \beta^{n a}\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{a}\right\}^{b}$

$$
\begin{equation*}
\times \exp \left(\Omega_{6}+\Omega_{,}-\Omega_{8}\right) \tag{33}
\end{equation*}
$$

Where
$\Omega_{6}=\sum_{i=1}^{n} \ln x_{i}-(\alpha+1) \sum_{i=1}^{n} \ln \left(\beta+x_{i}^{2}\right)$,
$\Omega_{7}=(a-1) \sum_{i=1}^{n} \ln \left[1-\beta^{a}\left(\beta+x_{i}^{2}\right)^{-\alpha}\right]$

## And

$\Omega_{8}=\sum_{i=1}^{n} \ln \left\{1-\left[1-\beta^{\alpha}\left(\beta+x_{i}^{2}\right)^{-\alpha}\right]^{a}\right\}$

Furthermore, the pdf of $X_{L(r)}$, the $r^{\prime \prime}$ lower record is given as (see Ahsanullah [7] and Arnold et al. [8])
$f_{x_{0, \prime \prime}}(x)=\frac{1}{(r-1)!}[H(x)]^{r-1} f(x)$
Where
$H(x)=-\ln [F(x)]$
So, for the KwCR distribution we have
$f_{x_{L \mu s}}(x)=\frac{2 a b \alpha \beta^{\alpha}}{(r-1)!} \Omega_{o}^{-1} x\left(\beta+x^{2}\right)^{-(\alpha+1)}$

$$
\begin{equation*}
\times\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]^{-1}\left\{1-\left[1-\beta^{\alpha}\left(\beta+x^{2}\right)^{-\alpha}\right]\right\}^{b-1} \tag{34}
\end{equation*}
$$

Where
$\Omega_{9}=-\ln \left[1-\left\{1-\left[1-\beta^{a}\left(\beta+x^{2}\right)^{-\alpha}\right]\right\}^{a}\right]$
Moreover, the joint distribution of the first $n$ lower record values $x \equiv\left(x_{L(1)}, x_{L(2)}, \ldots, x_{L(n)}\right)$ is given by (see Ahsanullah [7])
$f_{1,2 \ldots n}\left(x_{L(1)}, x_{L(2)}, \ldots, x_{L(n)}\right)=f\left(x_{L(n)}\right) \prod_{i=1}^{n-1} \frac{f\left(x_{L(1)}\right)}{F\left(x_{L(i)}\right)}$
Then, the joint distribution of the first $n$ lower record values of the KwCR distribution is given from
$f_{1.2 \ldots n}\left(x_{L(1)}, x_{L(2)}, \ldots, x_{L(n)}\right)=2^{n} a^{n} b^{n} \alpha^{n} \beta^{1 a \alpha} \exp \left(\Omega_{6}+\Omega_{7}+(b-1) \Omega_{8}-\Omega_{10}\right)$
Where
$\Omega_{10}=\sum_{i=1}^{n-1} \ln \left[1-\left\{1-\left[1-\beta^{a}\left(\beta+x_{i}^{2}\right)^{-\alpha}\right]\right\}^{b}\right]$

## 6. Methods of estimation

In this section we obtain the moments and the maximum likelihood estimates for the model parameters corresponding to the KwCR distribution.

### 6.1. Moments estimation

The moment estimators for the vector of parameters $\Theta=(\alpha, \beta, a, b)^{T}$ can be obtained by equating population moments with the sample moments as follows:
$\mu_{r}^{\prime}=\frac{1}{n} \sum_{i=1}^{n} x_{i}^{\prime}$
Then, we have:

$$
\begin{align*}
& \alpha \sqrt{\beta} \sum_{j, h, h=0}^{\infty} w_{j, i, h}(j+h+1) \times \beta[\alpha(j+h+1)-1 / 2,3 / 2]=\frac{1}{n} \sum_{i=1}^{n} x_{i},  \tag{36}\\
& \alpha \beta \sum_{j, h, h=0}^{\infty} w_{j, \ldots, h}(j+h+1) \beta[\alpha(j+h+1)-1,2]=\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2},  \tag{37}\\
& \alpha \sqrt{\beta^{3}} \sum_{j, h, h=0}^{\infty} w_{j, h, h}(j+h+1) \times \beta[\alpha(j+h+1)-3 / 2,5 / 2]=\frac{1}{n} \sum_{i=1}^{n} x_{i}^{3} \tag{38}
\end{align*}
$$

And

$$
\begin{equation*}
\alpha \beta^{2} \sum_{j ;, h=0}^{\infty} w_{j, \ldots, h}(j+h+1) \times \beta[\alpha(j+h+1)-2,3]=\frac{1}{n} \sum_{i=1}^{n} x_{i}^{4} \tag{39}
\end{equation*}
$$

It is impossible to solve Eqs. (36-39) analytically to obtain the moments estimates for $\alpha, \beta, a$ and $b$. We can use statistical software to obtain the moments estimates numerically like Newton Raphson iteration.

### 6.2. Maximum likelihood estimation

Letbe an independent random sample from the this $x_{1}, x_{2}, \ldots, x_{n}$ distribution, then the corresponding log-likelihood function is given by

$$
=n[\ln (2)+\ln (a)+\ln (b)+\ln (\alpha)+\alpha \ln (\beta)]+\sum_{i=1}^{n} \ln \left(x_{i}\right)-(\alpha+1) \sum_{i=1}^{n} \ln \left(\eta_{i}\right)
$$

$$
\begin{equation*}
+(a-1) \sum_{i=1}^{n} \ln \left(1-\beta^{\alpha} \eta_{i}^{-\alpha}\right)+(b-1) \sum_{i=1}^{n} \ln \left[1-\left(1-\beta^{\alpha} \eta_{i}^{-\alpha}\right)^{a}\right] \tag{40}
\end{equation*}
$$

Where $\eta_{i}=\beta+x_{i}^{2}$.
The components of the score vector $\nabla=\left(\frac{\partial}{\partial \alpha}, \frac{\partial}{\partial \beta}, \frac{\partial}{\partial a}, \frac{\partial}{\partial b}\right)$ are given below:

$$
\begin{align*}
\frac{\partial}{\partial \alpha}= & \frac{n}{\alpha}+n \ln (\beta)-\sum_{i=1}^{n} \ln \left(\eta_{i}\right)-(a-1) \sum_{i=1}^{n}\left[\beta^{\alpha} \eta_{i}^{-\alpha}\left(1-\beta^{\alpha} \eta_{i}^{-\alpha}\right)^{-1} \ln \left(\beta \eta_{i}^{-1}\right)\right] \\
& +a(b-1) \sum_{i=1}^{n}\left\{\begin{array}{l}
\beta^{\alpha} \eta_{i}^{-\alpha}\left(1-\beta^{\alpha} \eta_{i}^{-\alpha}\right)^{-1-1} \ln \left(\beta \eta_{i}^{-1}\right) \\
\times\left[1-\left(1-\beta^{\alpha} \eta_{i}^{-\alpha}\right)^{\alpha}\right]^{-1}
\end{array}\right\} \tag{4}
\end{align*}
$$

$$
\begin{aligned}
\frac{\partial}{\partial \beta}= & \frac{n \alpha}{\beta}-(\alpha+1) \sum_{i=1}^{n} \eta_{i}^{-1}-\alpha(a-1) \beta^{\alpha-1} \sum_{i=1}^{n}\left[\frac{x_{i}^{2} \eta_{i}^{-(\alpha+1)}}{1-\beta^{\alpha} \eta_{i}^{-\alpha}}\right]+a \alpha(b-1) \beta^{\alpha-1} \\
& \times \sum_{i=1}^{n}\left[\frac{x_{i}^{2} \eta_{i}^{-(\alpha+1)}\left[\left(1-\beta^{\alpha} \eta_{i}^{-\alpha}\right)^{-\alpha}\right]^{-1}}{1-\left[1-\beta^{\alpha} \eta_{i}^{-\alpha}\right]^{-1}}\right],
\end{aligned}
$$

$$
\begin{equation*}
\frac{\partial}{\partial a}=\frac{n}{a}+\sum_{i=1}^{n} \ln \left[1-\beta^{a} \eta_{i}^{-\alpha}\right]-(b-1) \sum_{i=1}^{n}\left[\frac{\left[\left(1-\beta^{\alpha} \eta_{i}^{-\alpha}\right)^{-\alpha}\right] \ln \left(1-\beta^{\alpha} \eta_{i}^{-\alpha}\right)}{1-\left(1-\beta^{\alpha} \eta_{i}^{-\alpha}\right)^{a}}\right] \tag{43}
\end{equation*}
$$

And
$\frac{\partial}{\partial b}=\frac{n}{b}+\sum_{i=1}^{n} \ln \left[1-\left(1-\beta^{\alpha} \eta_{i}^{-\alpha}\right)^{a}\right]$
The maximum likelihood estimates, say $\hat{\Theta}=(\hat{\alpha}, \hat{\beta}, \hat{a}, \hat{b})^{r}$ of $\Theta=(\alpha, \beta, a, b)^{T}$ can be obtained by solving the system of nonlinear equations (41) through (44). These equations cannot be solved algebraically and it needed numeric iteration techniques.

## 7. Conclusion

This paper presents a new continuous distribution namely the Kumaraswamy compound Rayleigh ( KwCR ) distribution that generalizes the compound Rayleigh (CR) distribution. Basic properties of the new distribution are investigated including the mean, variance, coefficient of variation, ordinary and incomplete moments, skewness, kurtosis, moment and probability generating functions, reliability, hazard, reverse hazard and cumulative hazard functions, Lorenz, Bonferroni and Zenga curves, Rényi of entropy, order statistics and record statistics. We used the mo-
ments and maximum likelihood methods to estimate the model parameters.
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