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Abstract

The aim of this article is to examine the impact of the characteristics of overconfident CEO’s on determining incentive compensation. The sample consists of 100 US non-financial companies in the S&P 500. The model estimation results, during the period from 2000 to 2010, showed that overconfident executives have a significant negative impact on his incentive compensation. Furthermore, the results of multiple linear regression showed that experienced, and older CEO has a significant and positive impact on the level of incentive compensation.
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1. Introduction

A recent literature on corporate finance has reviewed how the managers’ psychological biases or characteristics affect the firms’ decisions (see, for example, Bertrand and Schoar 2003, Baker, Xin, and Würgler 2012). Our emphasis is put on overconfidence, which is the people’s tendency to think that they are better, compared to what they really are, in relevant characteristics, such as ability, judgment, and the prospects to ensure a successful life (optimism). While the theoretical research analyzed why overconfidence exists, (Benabou and Tirole 2002), the psychological research showed that some people, including experts, tend to be overconfident along a persistence in the degree of confidence. Actually, overconfident people tend to overestimate the expected gains of uncertain attempts, either because of the general tendency to expect good results, or because they overestimate their own efficiency in achieving success.

The managerial incentive programs are assigned, through the agency theory, a role of reconciliation between the executives and the shareholders by encouraging the former to maximize the wealth of the latter. However, due to the scandals that have shaken the financial markets since the beginning of the 2000s, observers have not failed to criticize the excessive and sometimes even the fraudulent nature of the compensation offered to public companies’ senior executives while, at the same time, emphasizing the poor performance and the insolvency of some of them. For this reason, the executives’ remuneration (CEOs’ Pay), which is considered partly responsible for these fiascos, became the touchstone of governance, a real Gordian knot which is hard to unpick. The issue is said to be complex, but this argument only aggravates the investors’ frustration and possibly that of the large public regarding the salaries which are considered unreasonable and undeserved in many cases. In principle, being considered as governance instruments, the remuneration strategies should serve to recruit competent leaders, ensure their loyalty to the company and motivate them to have an optimal performance to promote the value creation for the benefit of all the stakeholders. There is a lack of research on the managers’ personal characteristics that affect their decision making. The only experimental study in this field is that of Libby and Rennekamp (2012), which shows that overconfident managers are more likely to perceive that the benefits associated with good practice of the result are greater than their costs. As a consequence, overconfident managers are more likely to emit good practice of the results. This observation holds a little no matter if overconfidence is induced by selfish attribution (attribution of the best performance of the task to competence or ability rather than to the luck where the task is less difficult), or it is an inherent personal trait (Libby & Rennekamp, 2012). This experimental result confirms the archival study which shows that managers’ overconfidence affects their trends to issue good practice results at a level of the market (Hribar & Yang, 2015). Compared to the archival research, experimental studies have the advantage of providing a clean and direct measure of the managers’ personal qualities and therefore, more experimental studies are needed to examine the effects of other personal attributes.

This paper tries to answer the following research question: what is the impact of overconfident leaders’ characteristics on incentive compensation? This article is organized as follows: Section 2 provides the impact of the leader’s overconfidence on his incentive compensation, Section 3 presents the characteristics of overconfident leaders and their impact on incentive compensation, Section 4 focuses on the research methodology, data sources, methodology design and variables measurement, Section 5 reports the results of the empirical study and Section 6 provides the conclusion.
2. Impact of the leader’s overconfidence on his incentive compensation

We try to find out if overconfidence affects the structure of the CEO’s compensation and of other senior executives. There is an increasingly large literature about the impact of the CEO’s overconfidence on the company’s policies. Overconfident CEOs are likely to overestimate the investment returns and underestimate the coming risks (Dittrich et al., 2005; Kolasinski and Malmendier and Tate, 2005 and 2008). However, we know that the nature of incentive contracts offered to overconfident managers or even companies tend to spend more precise compensation contracts, to match the manager’s personality traits. Our objective is to investigate if and how overconfidence affects the incentive compensation. However, the compensation contracts would be expected to be different for overconfident managers compared to rational managers, but the nature of this difference is not obvious.

On the one hand, an overconfident manager might need lower incentives in the form of options or restricted stock given the high probability that the manager is associated with a positive result. With their highly biased view of the company’s future value, a smaller participation could be sufficient to get overconfident managers make the required effort or the appropriate decision. It is also possible that a strong incentive could worsen the already overconfident manager’s risk-taking. We refer to the low incentive hypothesis, which predicts a negative association between overconfidence and the proportion of incentive compensation that a manager receives. On the other hand, Gervais, Heaton and Odean, (2011), state that it may be optimal to provide overconfident CEOs with powerful incentive contracts. These authors believe that if an overconfident CEO gives a high probability of good performance, it is relatively a little expensive for the company to offer a compensation program with a strong option and stock-option intensity. Therefore, the purpose of a heavy incentive compensation contract is to enjoy the mispricing of CEO, rather than providing incentives. We call this the operating assumption, which provides a positive association between overconfidence and incentive share-based compensation received by the CEO.

The main question is therefore, to know the only reason that overconfident managers are given a powerful incentive compensation contracts to make the best use of their overestimates. Although both operating and strong incentive hypotheses predict a positive relationship between overconfidence and incentive compensation, there are two keys testable differences. First, under the exploitation hypothesis, the compensation agreement of overconfident CEO will have a neglected incentive. Therefore, a modest reduction of the option intensity has no material effect on the chief executive officer’s equity or the company’s value (in other words, through the decrease of the chief executive officer’s equity). However, according to the hypothesis of strong incentives, a reduction of the option intensity leads to a reduction of the company’s value because the options offer incentives. The second difference is about the impact of increasing the CEO’s ability bargain. As it was indicated in the operating hypothesis, an increase of the CEO’s negotiating power of the results increases the option intensity. The argument is that, since an overconfident CEO overestimates the options, a rise of compensation resulting from the increase of CEO’s bargaining power takes the form of a higher option-based wage. However, the hypothesis predicts a strong incentive to decrease the intensity of the option; that is, in the presence of incentive conditions and a risk averse CEO, additional compensation takes a cash form.

In fact empirical tests were conducted to explore the relationship between the CEO’s overconfidence and compensation to make a distinction between the three hypotheses (weak and strong incentives and exploitation). The data about the CEO’s compensation were collected over the 1992 /2011 period and used for the purpose of creating options based on overconfidence measures. These measures are based on the idea that human capital and CEO’s compensation are related to the company, which makes the CEO a little diversified. Therefore, a rational CEO deeply operates in the currency options as soon as they are acquired, which means that deeply taking options in the money indicates overconfidence. Being compatible with both hypotheses of strong incentives and exploitation, but not with the ones of low incentives, the CEO increases the options and the intensity of the shares measured by the proportion of pay, which comes from stocks and options respectively. There was evidence that overconfident CEOs still receive a greater intensity of options (and shares) in the innovative and too risky companies. The Sarbanes-Oxley Act of 2002 (SOX) was used as an exogenous to the optimal remuneration contract shock. Besides, our claim was empirically supported only if the incentive compensation, and the supervision of the board of directors are alternative governance mechanisms. For example, the SOX will make companies lower the option intensity in the remuneration contracts. However, the reduction of the option intensity is less severe for overconfident CEOs, which seems to be compatible with the exploitation hypothesis. In other words, if option-based compensation is primarily used to exploit overconfident CEO, it can replace the option compensation with monitoring. We complete the results at the level of the CEO with the evidence on the pay of overconfident leaders non CEOs. On setting the hypothesis, it was found that the impact of overconfidence of the leaders non CEOs on compensation is the same as it on the CEO’s remuneration. In other words, it was found that overconfident executives also receive higher levels of option and action intensity than non overconfident executives. The impact of overconfidence on remuneration, in particular, does not depend on the CEO’s overconfidence, in other words, regardless whether the CEO is too confident or not. Overconfident leaders receive higher levels of option and action intensity. This observation is important since it indicates the incentive compensation for the executives and executives, besides, it is driven by the same economic logic reflecting the individual traits and not only by the enterprise’s level of features.

Then, some tests were conducted to distinguish the exploitation assumptions from strong incentive hypotheses. In particular, the relationship between the CEO’s bargaining power and incentive compensation was first examined. Actually, the CEO’s negotiating power was examined in two ways: the first way is the CEO’s salary portion (Bebchuk et al., 2009) and the second is the salary change of all the staff in the same industry and to appoint a CEO. A positive relationship was found between overconfidence and the intensity of the option which forcefully argues the CEO’s negotiating power, which seems to be consistent with the exploitation hypothesis, but not with the strong incentive one.

After that, the FAS 123R standard passage is used as a natural experiment to be further differentiate between the exploitation hypothesis and that of strong incentive. The FAS123R standard requires that companies report stock-based compensation at fair value in the income statement, therefore, making stock-based compensation more expensive from an accounting perspective. Hayes et al (2012) and Skantz (2012) state that the option intensity decreases after the adoption of FAS 123 standards. It is worth noting that this trend effects at the same time both overconfident and non overconfident CEOs. Moreover, since the rate of the decrease of the option intensity is similar, it is thought that the amount of cash and pay equity, as it was published in the FAS 123R standard, increases more for overconfident CEOs. which is still compatible with the exploitation hypothesis. Actually, in this case, the CEO attaches greater value to the company’s options. Therefore, a reduction of option payment requires that the firm give the CEO a relatively more important compensatory increase in cash and pay equity. This conclusion about cash compensation is particularly important because it is consistent with the exploitation hypothesis and not with that of strong incentive. According to further tests, it seems that the option decrease following the use of the FAS 123R standard had no progressive significant effect on the company’s value for overconfident CEOs. Nevertheless, all these elements are not definitive evidence of low incentives. Since
the decline of the options is accompanied by subsidies granted shares, there may be a little overall effect on the CEO’s incentives.  

H1. Overconfident leaders have a negative impact on their incentive compensation.

3. The characteristics of overconfident leaders and their impact on incentive compensation

Malmendier et al., (2011), showed that the leader’s personal characteristics could explain the choice of business financing. On the Masulis and Mobbs (2011) that companies with CEOs being former internal administrators have better operational performance and show a market value on continuous growth. The evidence reported in the literature on the impact of the CEO of lines in value creation is mixed. Many studies show that the network links appear to increase the value by creating a free flow of information (Hochberg et al., 2007; Fracassi 2008). However, Guner et al. (2008) showed that the network links tend to destroy the value. On the other hand, Hwang and Kim (2009) argue that the network connections through external mandates lead to senior executive’s compensation. This suggests that business leaders who are connected to a network can strengthen their control over the board of directors, which leads to a stronger deep-rooted CEO. Fracassi and Tate (2012) showed that powerful leaders strengthen their position in the company by hiring directors with whom they social ties, which results in a weakened follow-up. Tenure can potentially provide CEOs with more time to align their interests with those of the Committee’s report. Furthermore, full leaders can strengthen their influence on the board, which leads to an increase of the CEO power. Hill and Phan (1991) found that the regime provides general directions on time to avoid supervision and alignment incentive mechanisms. For example, Morck et al. (1988) argue that managers can be deeply rooted with relatively low property levels only under the mandate of the company’s managers, the status of the founder, or his personality. Hermelin and Weisbach (1998) developed a model of power balance powers between the CEO and the other directors who predicts that the independence of the board of directors refuses a CEO during the mandate. Therefore, it can be said that executives who have more seniority are more deeply rooted, and then, have a greater influence on the board of directors and mainly on the shareholders. Consequently, permanent leaders are less likely to give way to pressure from the shareholders to make a payment in the form of share buyback programs to reduce the agency’s potential costs. In fact, a negative relationship is expected to exist between the CEO’s occupancy and the share buyback completion rate. However, if the CEO’s confidence increases with seniority (as in Yim 2013), a positive relationship is expected to exist. As a result, the CEO’s occupation variable, which is the difference between the starting date of the CEO, and the date of the takeover announcement expressed in years, is included.

The CEO’s age may have a significant impact on the decision making since younger people may be more willing to take risks. However, the experience grows with age, which enables the leaders to take more risks, but moderately. Evidence suggests that the risk aversion and age are not linear. In fact, personal risk aversion tends to increase with age up to 70, then, declines (Shefrin 2002). Moreover, Agarwal and all. (2008) assessed the situation by suggesting that the sophistication of the financial decisions varies with age. Yim (2013) showed that the CEO’s age is positively linked to the acquisition behavior. As a result, the age variable can be included in our analysis to check if highly ranked executives are more likely to keep their commitments and complete the buyback program. Actually, the CEO’s age is the difference between his date of birth and the year of the announcement of the takeover, expressed in years. In addition, we use the proxy of the experience with the CEO, i.e. the number of enterprises for which the CEO worked as Director until the moment of the announcement of the takeover. Thus, we support that the leaders want to maintain their reputation, if the company, and specifically, the CEO, is credible and keeps his promise making a payment in the form of share repurchase programs. Moreover, we examined whether the CEO’s education has an impact on the share buyback. Chevalier and Ellison (1999) found out that fund managers having a master's degree in business (MBA), tend to take more systematic risks. Therefore, it is worth evaluating the impact of the CEO’s education on the business education variable, which is a dummy variable equal to 1 if the CEO has received a business education and zero otherwise. Besides, the highest statement variable can be included, which is a model equal to 1 if the CEO has a master's degree or higher. We have previously investigated whether pursuing a business-oriented career has an impact on the fulfillment of a company’s professional or non-professional buyback is a dummy variable equal to 1 if the CEO has pursued a job-oriented career. Barber and Odean (2001) suggest that men tend to be more confident than women. Therefore, we control the CEO’s gender, which is a dummy variable with the value of 1 if the CEO is a man and zero otherwise. Moreover, the “founder” dummy variable is included, which takes the value 1 if the CEO is the founder of the company, and zero otherwise. We also include the ‘internal’ dummy variable, which takes the value 1 if the CEO has been internally appointed and zero otherwise. Finally, since our study is about the U K companies, the CEO’s nationality is considered, which is a dummy variable having a value of 1 if the CEO is a British citizen and zero otherwise. Hackbarth (2008) developed a model through which the managers buy shares when the directors consider that their funds are under-valued. Ben-David and al. (2013) used the managers’ demographic profiles to check whether some characteristics are associated with overconfidence. More particularly, researchers tested whether age, experience, education and equality are related to overconfidence. Actually, they a link with overconfidence in several of the company’s decisions enterprise, such as investment and financing decisions. Moreover, researchers proposed that overconfident leaders undertake more share buybacks, which makes us propose the following hypothesis:

H2. Overconfident young leaders have a significant impact on the determination of their incentive compensation.

H3. The overconfident leaders’ experience has a significant impact on the determination of their incentive compensation.

4. Research methodology

4.1. Sampling and data collection

Conducting a research study is an important task in the way that the researcher is called for the development of some objective and neutral qualities as well as a sense of analysis and synthesis by exploiting data and theoretical and empirical analyses. For this reason, we followed some successive and complementary steps to develop significant correlations and draw interesting conclusions. The approach applied in this study is counterfactual. This section is important because it stresses the measurement of the study variables, the descriptive statistics and the different models to be estimated. It consists in setting some empirical models to test the theoretical approach. This step requires the definition of the study sample, the definition and measurement of variables to explain and exploratory. In this chapter, we set the methodological approach of this study.

4.2. Data source about US companies

The list of selected US companies consists of a random sample of 100 non-financial companies of the S&P 500 index. To collect the data, an Edgarsgate database containing all the documents filed by the companies with the SEC is used. This base is used mainly for the data collection about the executives’ compensation structure (bonuses, salaries, exercised/not exercised options etc.). Governance and financial information circulars are available at the Cor-
porate Library base that includes a data panel of more than 1500 U.S. firms.

4.3. Measurements of the study variables

4.3.1. The variable to be explained: the executives’ incentive compensation

Several empirical studies showed the effect of the incentive plans on the executives’ discretionary behavior in the field of accounting practices. Johnson and al. (2003, 2009) found a positive and significant relationship between the American leaders’ deferred compensation and the probability of fraud in the financial statements of the fiscal years 1992-2005. Their study focuses on a group of 87 fraudulent companies tracked by the SEC for Accounting and Auditing Enforcement Releases (AAERs) and a comparable group of companies of control. The univariate analyses and the logistic tests in conditional contingent models (conditional logistic regression) show that executives committing fraud cash are, on average, 54% more on their portfolios of options and actions relatively to their against parts of the control group. The authors also showed that in the presence of the attributes of good governance, differences in earnings decreased by 4%. Erickson et al. (2006) confirmed this relationship on a larger sample of companies. Besides, Harris, Bromiley (2007) joined them. Kedia and Philippon (2009) apply a similar modeling combined with empirical validation on a set of 845 fraudulent companies, and a group of 845 control companies observed between 1991 and 2003. Their results back the idea that leaders’ incentive contracts affect the practices of accounting manipulation. The same results are backed by Howell (2007) in the Canadian context. Our assumptions are concerned with the latitude that leaders can express on the occasion of their incentive compensation towards the accounting choices of getting ownerships and acquiring power. Cianci and al. (2011) proposed a measure of incentive compensation of the executive directors which, in itself, reflects this power. This measure expresses the dominance of these leaders on the process of determination and distribution of incentive plans. In fact, it is a measure approximated by the relative difference between the overall remuneration of the best-paid leader (CEO) and the one of his predecessor in the remuneration scale. We adopt this measure to use as a proxy for incentive compensation. In common with Cianci and al., (2011), we can deduce a ratio of the incentive compensation as follows:

Incentive compensation ratio = (CEO’s overall compensation - the second manager’s overall remuneration) / CEO’s overall remuneration.

4.3.2. Explanatory variables

4.3.2.1. CEO overconfidence

The great difficulty in the accounting work dealing with the behavioral approach of overconfident executives is the identification of a relevant and operational measure of optimism and overconfidence. Two different approaches help measure this bias (Malmendier and Tate, 2005b); the first approach, which is said to be external, is the analysis of the leader’s perception and description by third parties, such as the financial press. It consists in collecting representations of press articles about the leaders. A leader is classified overconfident if the words characterizing him are more frequent than those characterizing an under confident leader (cautious, conservative, not confident, etc.). The second is an internal bias approach, which refers to the preferences revealed by the leader himself through his answers to a questionnaire, the exercise of the stock options, his degree of exposure to idiosyncratic risk, or through his relative compensation. As part of the work, the moment of the stock options is used as estimators of overconfidence. Malmendier and Tate’s measurement is based on the late exercise of the stock-options and the purchases of the company’s shares. In fact, overconfidence leads the leader to overestimate the value of the firm he runs as well as its investment prospects. As a result, he will tend to retain his options and acquire shares. This type of behavior reflects overconfidence more than optimism or other behavioral biases, because it explicitly refers to risk underestimation for a non-diversified leader. Three measures are therefore developed by Malmendier and Tate (2005a). The Holder 67 measurement focuses on the exercise behavior during the year following the legal compulsory retention period (in order to compare options which have different durations). Having set a rational level of exercise (using Hall and Murphy’s methodology, 2002), which corresponds to an option of 67% in the currency, the leaders who are considered overconfident are those who have not, at least twice, exercised more than this threshold.

Stock options are devoted to give beneficiaries the right to buy or subscribe for their companies’ shares. This compensation component makes the leaders’ wealth an increasing and unlimited function of the stock prices. However, the stock option simple allocation is not conducive to the result management. Actually, the beneficiaries’ wealth depends on the difference between the price fixed by the stock option plan (the exercise price) and the share value of the exercise of the said plan. In turn, the share value depends on the market valuation which is based heavily on the financial reports in the assessment process. On the other hand, the result management is assumed to be practiced by the leaders during the publication of the financial statements prior to the exercise of the stock options in order to affect stock prices. In our research, overconfidence measurement in connection with remuneration is operationalized through “the stock option exercise” (EXSKOP). This approach, which was adopted by Malmendier et al. (2011), is operationalized by a binary variable which equal to 1 if the leaders exercise their stock options, and 0, otherwise.

4.3.2.2. The CEO’s age

The CEO’s age can have a significant impact on the decision-making process since younger leaders may be more inclined to take risks. However, experience develops with age, which enables managers to moderately take more risks, but in moderation. Empirical evidence suggests that risk aversion and age are not linear, then personal aversion to risk tends to increase until the age of 70, after that it drops (Shefrin, 2002) On the other hand, Agarwal et al. (2008), after analyzing the situation, suggested that the complexity of the financial decisions varies with age. Yim (2013) stated that the leader’s age was positively related to the behavior of the acquisition. Therefore, our analysis includes the age variable to check if senior executives are more likely to stick to their commitments and then finish the buyback program. In this study, the age of the chief executive officer (CEO) or the operating officer is measured using a continuous variable (in number of years). This measure was adopted by previous studies (Paquerot, 1996; Rose and Shepard, 1994; Barker and Mueller, 2002; Ghosh et al, 2007).

4.3.2.3. The CEO’s experience

Senior managers with their expertise and cognitive and behavioral patterns based primarily on their professional experiences are more likely to identify problems and seek additional information in the same functional area to produce more effective decisions (Hambrick and Mason 1984 Fredrickson 1985 Walsh 1988 Hitt and Tyler 1991). Furthermore, these managers are more likely to understand the role of financial information by reducing the information asymmetry between the companies and investors (Matsunaga and Yeung, 2008) and helping the financial experts to evaluate the company (Hutton and Stocken, 2009). Being responsible for the publication of results, these managers have to personally certify the accuracy and completeness of the financial information published by the company. The financial expertise and experience enable the CEO to implement accounting disclosure policies and better monitor the companies. In fact, compared to
their financially inexperienced counterparts, financially experienced managers provide guidance on the most accurate results (Matsunaga and Yeung 2008) and are therefore, less likely to manipulate the results.

On the basis of the slightly broader definition of financial experience given by Matsunaga and Yeung, a financially experienced CEO is someone who served as chief financial officer or in another high administrative position in finance or accounting for several years. The leader’s seniority is evaluated on the basis of the period he spends in his position. Some authors state that a long period of function implies deep rootness and leads to the leader’s increased power as he had ample time to build relationships with his different partners and therefore, consolidate his negotiating power and extend his supremacy. In this study, this variable is measured by the length of the office term of the leader (CEO or DG) in his position (in years). This measure was adopted by previous studies (Berger et al., 1997; Rose and Shepard, 1994; Ryan and Wiggins, 2002; Barker and Mueller, 2002).

4.3.3. The variables related to the company’s characteristics: Selection and measurement of the control variable

The leader’s profile characteristics are not the only factors that affect his compensation. Actually, there are other factors that can explain it. For this reason, control variables, such as the activity sector, the firm’s size, and the debt ratio, could be retained. Regarding the company’s financial and economic characteristics, some variables, which are used in similar studies, are taken into account since they might explain the effects of the company’s financial and economic peculiarities on the magnitude and design of incentive pay.

4.3.3.1. The activity sector (SECT)

These companies are divided into two groups according to a classification made by the Organization for Economic Cooperation and Development (OECD, quoted by Tylecote and Ramirez, 2006). The first group includes the companies that belong to the high-technology sector, whereas the second involves the traditional sector. According to the OECD, high-tech sectors are defined on the basis of their high intensity in R & D, for instance, pharmaceutical and medical industries, telecommunication and information technology, whereas, medium and low technological sectors are characterized by lower R & D intensity rates. Actually, they include mainly electric and electronic sectors, mechanical engineering, chemical products, excepting pharmaceutical products, and the food sector. As a consequence, this variable takes value 1 if the firm belongs to the high-tech sector and 0 if it belongs to the traditional sector.

4.3.3.2. The company’s size

To measure the company’s size, three indicators can be identified. The first is the number of employees; the second is the sales volume, and the third is the total assets. In fact, the total assets are used as a measurement of this variable. However, to compensate for the variability of results due to the presence of companies whose sizes are widely different, that is to say, to reduce the amplitude of the size variable for large companies and the heteroscedasticity and the spreading that may result from some extreme points, we will use the natural log of the companies’ total assets. This measure was used by Fama and French (1995).

4.3.3.3. Company’s indebtedness

Funding is the problem that any company has to control. In this context, each company must have a balanced financial structure which is somewhat a more or less difficult task since choosing such a modality may positively or negatively affect the company’s financial performance. A bad funding choice can lead the company to bankruptcy. The spending intensity on research and development, the company’s size, its profitability and the tangible characteristics of its assets are considered in most studies as determinants of the company’s financed choice (Rajan and Zingales, 1995). In this regard, Titman and Wessels (1988) showed that the structure of the firm’s assets affects its debt policy. The authors associated the rise of the proportion of debt with the increase of the tangible component of the assets. This can be explained by the fact that the bankruptcy cost of the companies that have a proportion of tangible assets that can serve as collateral is relatively low. However, the bankruptcy cost increases in companies that have strong components of specific assets. In this respect, these firms’ leverage is normally very low. Moreover, their funding constraint in research and development is explained by their intangible nature besides the risk that characterizes them and, which results in an uncertain future value of these investments. Therefore, the most innovative companies are the least indebted.

Indebtedness is regarded as a fundamental variable in corporate finance research especially when making investment decisions. In our analysis, it is proposed that we use a purely accounting measure through the debt ratio (ENDET) calculated using the annual report: total debt / total assets (Fama and French, 1995). This measure was also used by Agrawal and Knoeber (1996), Kochhar and David (1996), Barker and Muller, (2002) and Lee and O’Neill, (2003).

4.4. The research model: The CEO’s overconfidence and his incentive compensation

To test the impact of the CEO’s overconfidence on the level of incentive compensation in the presence of a few control variables, a multiple linear regression methods is used as a method of statistical analysis to test our hypothesis. The mathematical specification of the first model can take the following form:

\[ \text{INCCEO} = \alpha_0 + \alpha_1 \text{OVEROCE} + \alpha_2 \text{EXPCEO} + \alpha_3 \text{SECT} + \alpha_4 \text{SIZE} + \alpha_5 \text{DEBT} + \varepsilon \]

With:

<table>
<thead>
<tr>
<th>Variables</th>
<th>Definitions and Summary</th>
<th>Variables</th>
<th>Symbols</th>
</tr>
</thead>
<tbody>
<tr>
<td>\text{INCCEO}</td>
<td>The CEO’s overconfidence and the stock option exercise</td>
<td>The binary variable, which takes value 1 if the managers exercise their stock options</td>
<td>OVEROCE</td>
</tr>
<tr>
<td>\text{EXPCEO}</td>
<td>The CEO’s experience</td>
<td>The duration of the CEO’s office term</td>
<td>EXPCEO</td>
</tr>
<tr>
<td>\text{SECT}</td>
<td>Incentive compensation</td>
<td>The incentive compensation ratio measures the CEO’s compensation</td>
<td>INCCEO</td>
</tr>
<tr>
<td>\text{SIZE}</td>
<td>Activity sector</td>
<td>The firm’s belonging to the activity sector</td>
<td>SECT</td>
</tr>
<tr>
<td>\text{DEBT}</td>
<td>The firm’s size</td>
<td>The natural log of the company’s total assets</td>
<td>SIZE</td>
</tr>
<tr>
<td>\text{ENDET}</td>
<td>The firm’s indebtedness</td>
<td>Total financial debt/total assets</td>
<td>DEBT</td>
</tr>
</tbody>
</table>

Note: This table represent a descriptions, measures and code of variables.
The series of variables used in our model have two dimensions: one for individuals (the sample selected companies) and another for the time. They are indicated by the indices i and t, respectively. This is then about panel data related to endogenous variables (incentive compensation) and exogenous variables presented by the leader’s overconfidence, his age, his experience as well as by the control variables, such as the company’s activity sector, its size and its indebtedness level. In this context, our focus on the multiple linear regression estimation. In fact, the endogenous variable is assessed on the basis of the exogenous and the control variables.

4.5. Descriptive statistics of the model variables

The descriptive statistics gives a picture or a data description by examining the average, the standard deviation and the maximum and minimum value of the used variables (Ghozali, 2005). It consists in performing a preliminary analysis of the sample and of the research variables. Through this analysis, our first task is to identify the trend of each variable (univariate analysis), then, a bivariate analysis so as to identify the relationship between the explanatory variables.

4.5.1. A univariate analysis of the variables

Table 1 presents and synthesizes the descriptive statistics of the variables retained in the model. It also reports in particular the mean, the standard deviation, and the minimum and maximum value. First, we will analyze these statistics at the level of endogenous variables, then the tendency of the exogenous variable, and finally, the control variables. The leaders are averagely aged 57 and have an average 6-year experience in the post of a chief executive officer (CEO). Over the study period, the American executive officers receive on average 3,378 million dollars in the form of contingent compensation, which corresponds to an average incentive of 65.7%. This value is likely to be similar to that found by Chourou et al. (2008). for a sample of 196 companies of the S&P/TSX300 index (0.73) and that of Cormier et al. (2006) for 98 companies of TSE100 (0.62) but, by simply considering the stock option component. However, according to Elloumi and Gueyié (2001). This ratio is worth only 0, 4487.

Table 2: Descriptive Statistics of the Model Variables

<table>
<thead>
<tr>
<th></th>
<th>Average</th>
<th>Standard deviation</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>ceoovc</td>
<td>0.131</td>
<td>0.095</td>
<td>.002</td>
<td>1.565</td>
</tr>
<tr>
<td>Ceoage</td>
<td>0.748</td>
<td>0.434</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>ceoage</td>
<td>57.532</td>
<td>5.827</td>
<td>50</td>
<td>70</td>
</tr>
<tr>
<td>ceoexp</td>
<td>6.0112</td>
<td>2.348</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>debt</td>
<td>0.2185</td>
<td>0.233</td>
<td>0.015</td>
<td>1.651</td>
</tr>
<tr>
<td>Logsize</td>
<td>13.40</td>
<td>3.540</td>
<td>0</td>
<td>27.885</td>
</tr>
<tr>
<td>Sect</td>
<td>0.332</td>
<td>0.471</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Note: this table rapport mean, std dev, min and max of variable used in this paper where the sample includes data on 100 non financial companies from U.S market over the period 2000-2010. ceoovc represent the incentive compensation, ceoage represent the ceo overconfidence, ceoage represent the age of ceo, ceoexp represent the ceo experience, debt represent the firm’s indebtedness, logsize is the size of the firms, and finally sect represent activity sector.

4.5.2. Bivariate analysis of the independent variables: residual and linearity normality test

- Multi-colinearity test between the explanatory variables in the model: the aim of multi-colinearity test is to check if the regression model shows a correlation between the independent variables. A good regression model should have no correlation between the independent variables. Moreover, if the independent variables are highly correlated, then they are not orthogonal. One way to detect the existence or the absence of multi-colinearity between the independent variables is to refer to the correlation matrix. Regarding the existence or absence of a multicolinearity in the regression model, Ghozali, (2013), states that it exists if and only if the correlation between the independent variables is greater than 90%. According to the correlation matrix (see the table below), the correlation coefficients between the independent variables are always lower than Ghozali’s (2013) (0.9) coefficient . This makes us conclude that the bivariate multicolinearity problem proves to be perfectly absent in the whole model to be tested. In fact, the correlation between all the independent variables does not exceed the maximum evoked by Ghozali (2013). The correlation coefficients between the various explanatory variables used in the model are shown in Table 3.

<table>
<thead>
<tr>
<th></th>
<th>ceoovc</th>
<th>Ceoage</th>
<th>Ceoexp</th>
<th>debt</th>
<th>Logsize</th>
<th>Sect</th>
</tr>
</thead>
<tbody>
<tr>
<td>ceoovc</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ceoage</td>
<td>0.0165</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ceoexp</td>
<td>0.0391</td>
<td>0.1466</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>debt</td>
<td>0.0621</td>
<td>0.0079</td>
<td>0.020</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logsize</td>
<td>0.0664</td>
<td>0.0495</td>
<td>0.0496</td>
<td>0.0012</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Sect</td>
<td>0.0035</td>
<td>0.0426</td>
<td>0.0124</td>
<td>0.0008</td>
<td>-0.0455</td>
<td>1</td>
</tr>
</tbody>
</table>

Note: This table represent correlations between variables used in this paper.

4.6. Multivariate analysis: results and interpretations

After conducting a descriptive study dealing with the sample characteristics and the functional relationships between the variables, a multi-varied analysis was carried out through which the focus is on the methodological tools that assure the testing of the hypotheses of our study by estimating the multiple regression models.

4.6.1. Econometric tests applied to the model

To choose the most appropriate estimation method, the four-model regression should be preceded by the following econometric tests

- The homogeneity test: this is a specification test that follows Fisher’s statistics and intended to confirm the existence or non-specific effects. The existence of an effect leads us to choose between the fixed or random effect methods;
- The Hausman test: this is a specification test that follows the chi-squared statistics. It is used to distinguish between the fixed and random effects;
- The heteroscedasticity test: it follows the chi-squared statistics. If we have a fixed effect, the, heteroscedasticity will be tested by the means of Wald’s modified test, however, when we have a random effect, the Breush-Pagan test will be carried out.
- The tests of coefficient significance after our model is specified. During the final estimation of our model, our focus will be on whether each explanatory variable has a significant effect on the endogenous variable.
- The features of every test applied to our model is presented as follows:
- Homogeneity test
- Heterogeneity or individual effects.
- Greene (2005) states that the heterogeneity between the units (or individuals) is the core issue in the analysis of the panel data. Actually, the main benefit of a panel data sample in relation to a
cross-section is that it enables the researcher to study the differences in the individual behavior. As a consequence, when a panel data sample is used, the first thing that should be checked is the homogeneous or heterogeneous specification of the data generating process. In econometric terms, this consists in testing the model coefficient equality examined in the individual dimension.

\[ Y_{it} = \alpha + \beta X_{it} + \mu_i + \epsilon_{it} \]

Avec:  
- \( \alpha \) is a constant  
- \( X \) represents the vector of the explanatory variables  
- \( \mu_i \) : represents the individual effect  
- \( \epsilon_{it} \) the error term

Therefore, the \( \mu_i \) term in the previous equation represents the individual effect or the heterogeneity between the firms. This individual effect can be either fixed or random. As a consequence, equation (1) is said to be either o fixed or random effect model, depending on the nature of the individual effects.

• Testing the existence of individual effects
  
  On a sample of panel data, it is appropriate to test the significance of the group or individual effects. To check the relevance of the individual effects in the model, we just have to test the null hypothesis \( H_0: \mu_i = 0 \) in the above regression. The STATA software makes it possible to test the significance of the individual effect by estimating both the unconstrained model, which includes the term corresponding to the individual effect, and the constrained model in which this term is not included. Actually, this software gives us the \( F \) statistics and the \( (p\text{-value}) \) probability associated to it, which enable us to test the null hypothesis according to which the individual effect included in the model is not significant. A \( (p\text{-value}) \) probability value less than 5% implies the rejection of \( H_0 \). The performance of this test on the STATA software gives the results presented in the following table:

<table>
<thead>
<tr>
<th>Specification test</th>
<th>Result</th>
<th>Specific effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-Statistics</td>
<td>( F(81, 814) = 175.38 )</td>
<td>Existence of specific effect</td>
</tr>
<tr>
<td>Prob &gt; F</td>
<td>0.000</td>
<td></td>
</tr>
</tbody>
</table>

Note: this table report the estimates of the probability F-statistics.

The previous table shows that the probability associated with the F-statistics makes us reject the non-relevance hypothesis of the individual effects in our data at the 1% significance level. This result confirms the presence of individual effects, which indicates the heterogeneous character of our sample. With the existence of an individual effect model, the question that arises is how these effects must be specified: should we adopt the hypothesis of fixed effects or, on the contrary, that of the random effects? The answer to this question is given in the following paragraph.

Hausman specification test

With the existence of panel data, this test is used to segregate both fixed and random effects.

In the presence of panel data, this test is used to discriminate against the fixed and random effects. It assumes that there are two types of estimators; an unbiased estimator under the \( (H0) \) null hypothesis and a biased estimator (alternative hypothesis: \( H1 \)) (Hurlin, 2001).

On considering the following model

\[ y_{it} = a_i + x_{it} \beta + \epsilon_{it} ; \text{Avec: } i = 1 \ldots N; t = 1 \ldots T \]

The tested hypothesis is about the correlation between the individual effects and the explanatory variables

\[ H_0: E(q_i / s_{it}) = 0 \]

\[ H_1: E(q_i / s_{it}) \neq 0 \]

Avec: \( i = 1 \ldots N; t = 1 \ldots T \)

The \( \chi^2 \) statistics is given by:

\[ H = j \left( \frac{1}{n} \right) \sum_{i=1}^{n} \left( \frac{y_i - \hat{y}_{it}}{\text{Prob} > F} \right)^2 ; \hat{j} = \beta \text{MCG} - \beta \text{W} \]

With \( k \) as the number of the explanatory variables

The Hausman test performed on the parameters of M1 model using the STATA 11 data analysis software gave a Chi-squared value of 69.47 and a probability of 0.000. These results, which suggest the existence of a fixed effect in our model, are summarized in the following table:

| Table 5: Hausman Test Related to M1 Model of Study |
|-----------------|---------|-----------------|
| Model           | \( \frac{K}{1} \) | \( \beta \) |
| Model           | \( 69.47 \) | 0.000           |
| Note: this table reports the estimates of Hausman test of M1. |
| \( K \): Number of the explanatory variables |
| **EF**: Fixed effects |

4.6.2. Results and estimate interpretations

To study the impact of the leader’s characteristics on his incentive compensation in the U.S. financial market, an estimation of model is carried out using a sample of US firms. For this reason, we first examine the relationship between the leader’s characteristics and the level of incentive compensation in the presence of a few control variables. A negative relationship is expected to exist between the leaders’ overconfidence and the incentive compensation ratio. Table 6 below summarizes the results of model estimation during the 2000 / 2010 period.

| Table 6: Heteroscedasticity Related to Model |
|-----------------|---------|-----------------|
| Models [DL : N] | \( \gamma (k) \) | \( \beta \) |
| Model           | 902     | 1.23            |
| Note: this table reports the estimates from the heteroscedasticity test. |

Note: this table reports the estimates of Hausman test of M1.

| Table 7: Results of the Model Estimation |
|-----------------|---------|-----------------|
| Variables       | Model of study | \( \beta \) |
| Constant        | 22.421  | 9.50            |
| Ceoo5c          | -0.474  | 7.14***         |
| Ceoo7c          | 0.137   | 3.97* **        |
| Ceex5          | 0.205   | 2.52***         |
| Debt            | -0.303  | 0.37            |
| Logsize         | 0.050   | 1.34            |
| Sect            | 0.017   | 5.45***         |
| adjusted R²     | 0.23    |                 |
| F-statistic     | 4.53    |                 |
| Prob (F-stat)   | 0.000   |                 |

Note: This table estimate the regression coefficient, \( \beta \)-student test and \( \beta \)-value of M1.
It should be noted that the objective behind carrying out the model estimation shown above is to check and validate the hypothesis suggesting the existence of a positive relationship between the leader’s characteristics and the ratio of the incentive pay. The model estimation emphasizes that the adjusted R² is about 0.23. This result shows that the explanatory variables have contributed to the explanation of the dependent variable at the rate of 23%. Therefore, the model has an acceptable explanatory power. Our results are consistent with those found by Goetzmann and Massa (2008) and Cekauskas and Liatuaks (2011).

Actually, the regression coefficient of the overconfident leader variable is negative and significant (β = -0.447, t-student = 7.14 and p-value = 0.000). This means that any increase of the rate of overconfident executives results in a decrease of the incentive compensation ratio. This result is explained by the fact that overconfident executives tend to overestimate the firm’s future results, which reflects their optimistic behavior. The negative association between the measures optimism, namely, the leaders’ overconfidence and the rate of incentives in the CEO’s overall remuneration, suggests that the conclusions are not explained by a higher risk and the CEO’s tolerance. The results achieved by Gervais, Heaton, and Odean (2011) suggest that the effect of overconfidence on remuneration is non-monotonous.

On the other hand, according to the empirical results, the leader’s experience has a positive and significant impact on the incentive compensation ratio (β = 0.205, t-student = 2.52 and p-value = 0.012). This is explained by the fact that the leader’s age is an asset that can enhance his human and reputational capital, which would have consequences on his compensation ratio. Consequently, the empirical evidence showed that there is a positive association between the leader’s age and the incentive compensation ratio (β = 0.137, t-student = 3.97 and p-value = 0.000). This result can be explained by the fact that older executives are more demanding in terms of incentive compensation.

This explanation is consistent with the negative effect of the CEO’s optimism on his compensation if this optimism makes him to accept the objectives of the ex-ante returns that may appear too high in the ex-post phase. However, the same result may occur if the CEO’s compensation depends on whether the company meets or not its own expected revenue. Some CEOs, who seem to be optimistic, can receive ex-post salaries. Rosa (2008) studied the effects that management can overconfidence have on incentive contracts. In fact, an overconfident agent who assesses the contingent success claims more than a rational agent because he often believes he will succeed more than he can actually do. On the other hand, if an agent is too confident about his influence on the success chances, weaker incentives are enough to dive him make some effort. A document with an accounting subject shows that the CEO’s overconfidence increases the probability that the company will commit financial information fraud (Schrand and Zechman, 2010). Van den Steen (2005) showed that managers who have strong belief about the right of acting, such as overconfidence, attract employees who share the same belief. This conformity of beliefs assigns the management to the company and decreases the need for coordination. However, it also shows that overconfidence may cause slow learning. Finally, Gervais and al. (2003) showed that overconfidence overcomes the agency and overconfident managers’ pay problems as if they were rational in hindering the shareholders. This can be explained by the fact that wealth is needlessly transferred, which leads managers to take more risks than it should for the shareholders’ benefit. This might imply that if managers are too confident and the shareholders can observe this, the expensive compensation schemes are unnecessary, which is beneficial for the company (Sudarsanam).

The analysis revealed that CEO’s overconfidence negatively affects the incentive compensation whereas his age and experience positively affect it. On the other hand, debt and size had no significant impact on incentive compensation. Moreover, statistical tests showed that the control variables (size, debt) have had no significant impact on incentive compensation but the sector variable had a significant impact. We will appeal to current research on incentive compensation of CEOs from the perspective of the implications of behavioral finance. This paper proposes a set of answers to the impact of CEOs overconfidence on incentive compensation in the American context. Thus, this study attempts to provide explanations and managerial solutions for the American companies suffering from a lack of incentive compensation.

5. Conclusion

A document with an accounting subject shows that the CEO’s overconfidence increases the probability that the company will commit financial information fraud (Schrand and Zechman, 2010). Van den Steen (2005) showed that managers who have strong belief about the right of acting, such as overconfidence, attract employees who share the same belief. This conformity of beliefs assigns the management to the company and decreases the need for coordination. However, it also shows that overconfidence may cause slow learning. Finally, Gervais and al. (2003) showed that overconfidence overcomes the agency and overconfident managers’ pay problems as if they were rational in hindering the shareholders. This can be explained by the fact that wealth is needlessly transferred, which leads managers to take more risks than it should for the shareholders’ benefit. This might imply that if managers are too confident and the shareholders can observe this, the expensive compensation schemes are unnecessary, which is beneficial for the company (Sudarsanam).

The analysis revealed that CEO’s overconfidence negatively affects the incentive compensation whereas his age and experience positively affect it. On the other hand, debt and size had no significant impact on incentive compensation. Moreover, statistical tests showed that the control variables (size, debt) have had no significant impact on incentive compensation but the sector variable had a significant impact. We will appeal to current research on incentive compensation of CEOs from the perspective of the implications of behavioral finance. This paper proposes a set of answers to the impact of CEOs overconfidence on incentive compensation in the American context. Thus, this study attempts to provide explanations and managerial solutions for the American companies suffering from a lack of incentive compensation.
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