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Abstract 

 

While a variety of specification tests are routinely employed to test for misspecification in linear regression model, such tests and their 

applications to the truncated and censored regression models are uncommon. This paper develops a regression error specification test 

(RESET) for the truncated regression model as an extension of the popular RESET for the linear regression model (Ramsey (1969)). 

The two proposed extensions TRESET1 and TRESET2 developed in the paper are applied to labor force participation data from Mroz 

(1987). The paper studies the empirical size and power properties of the proposed tests via Monte Carlo experiments. Our simulation 

results suggest that both TRESET tests have reasonably good size and power properties for the truncated regression model in medium 

to large samples. However, TRESET2 consistently outperforms TRESET1 both in terms of empirical size and power in our experiments. 
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1. Introduction 

Misspecification can lead to serious bias and inefficiency in estima-

tion of micro-econometric models. Ramsey (1969) developed a re-

gression error specification test (RESET) to test for misspecifica-

tion in regression models. RESET is a popular test, which is rou-

tinely employed to detect omitted variables and incorrect functional 

form in the linear regression model. It uses an artificial regression, 

which includes the predicted value of the dependent variable y and 

its higher powers among the regressors and tests the statistical sig-

nificance of these terms.  

In recent years, RESET-type tests have become popular in applied 

econometric research due to their computational convenience and 

good statistical properties. Previous studies by Godfrey and Orme 

(1994) and Horowitz (1994) reported good size and power proper-

ties for RESET tests for the Tobit model against functional form 

misspecification. Peters (2000) studied the performance of RESET 

tests for linear, Tobit, and Weibull regression models and empha-

sized that RESET-type tests are available for any econometric 

model for which the explanatory variables enter the model via a re-

gression function. Sapra (2005) extended the RESET to generalized 

linear models (GLMs) in which the dependent variable is possibly 

continuous, categorical or count and explanatory variables enter the 

model via a link function. Nevertheless, applications of RESET-

type specification tests to the truncated and censored regression 

models are uncommon despite their computational convenience and 

previous studies have not reported results on the performance of the 

RESET-type tests for the widely used truncated regression model. 

This paper extends the RESET approach to the truncated regression 

model and develops two RESET-type tests for the truncated regres-

sion model called TRESET1 and TRESET2. The TRESET tests are 

applied to Mroz (1987) data on labor force participation and their 

size and power properties are studied for the truncated regression 

model via simulation experiments.  

This paper is organized as follows. Section 2 presents the two pro-

posed TRESET tests for the truncated regression model. Section 3 

presents an application of these tests to labor force participation 

data from Mroz (1987). Section 4 presents the results of Monte 

Carlo experiments on the size and power properties of the proposed 

TRESET tests. Section 5 provides concluding remarks. 

2. TRESET for the truncated regression 

Let y denote the dependent variable truncated from below at 0 and 

having the following relationship 

 

yi = β′xi + εi,                                                                               (1) 

 

β is a kx1vector of unknown parameters; 

xi is a kx1 vector of constants; εi are errors that are independently 

distributed as N(0, σ2). In the truncated regression model with trun-

cation from below at 0, observations on both x and y are missing 

for yi ≤ 0. The truncated mean is fi = E((yi|yi > 0)) = β′xi −
σϕi

Φi
(Maddala (1983)), and f2i =  fi

2 and f3i =  fi
3 . ϕi and 

Φi are respectively the density and the cumulative distribution 

functions of the standard normal random variable evaluated at 

β′xi/σ. Let fî  denote the truncated mean fi  of yi evaluated at the 

maximum likelihood estimates β̂ and 

σ̂ of β and σ respectively and f2î = fî
2

 and f3î = fî
3
.  

Consider the following two artificial truncated regression models. 

 

yi = β′xi + γ1f2î + εi,                                                                  (2) 

 

yi = β′xi + γ1f2i + γ2f3î + εi.                                                      (3) 
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TRESET1  

TRESET1 tests misspecification by testing the significance of f2î in 

equation (2) as follows. 

H0: γ1 = 0 (No misspecification) 

H1: γ1 ≠ 0 (Misspecification due to omitted variables and/or incor-

rect functional form), 

where γ1 is the coefficient of f2î in equation (2). 

TRESET2  

TRESET2 tests misspecification by testing the joint significance of 

f2î and f3î in equation (3): 

H0: γ1 = γ2 = 0 (No misspecification) 

 H1: γ1 ≠ 0 and/or γ2 ≠
0 (Misspecification due to omitted variables and/
or incorrect functional form) , 

where γ1 is the coefficient of f2î and γ2 is the coefficient of f3î in 

equation (3). 

Each TRESET is a likelihood ratio test and 

TRESET1~χ2(1) and TRESET2~χ2(2) under H0. 

3. An empirical application 

3.1. Application of TRESET1 and TRESET2 to Mroz 

data on labor supply 

In this section, we present an empirical application of TRESET1 

and TRESET2 tests. Our proposed TRESET tests compare a trun-

cated regression model with no higher order terms with one with 

higher order terms. Specifically, TRESET1 compares a truncated 

regression model with no higher order terms with a truncated re-

gression model with the second power of the predicted truncated 

response and TRESET2 compares the former with a truncated re-

gression model with the third power of the predicted truncated re-

sponse.  

Mroz (1987) Data 

The cross-sectional labor force participation data are from Mroz 

(1987) and are also available at the website for the text, Principles 

of Econometrics by Hill et al. (2013). The data consist of observa-

tions on 753 households. Truncation of HOURS from below at 0 

led to a loss of 325 observations on dependent and independent var-

iables. The dependent variable is HOURS and the independent var-

iables are EDUC, EXPER.AGE, and KIDSLT6. Additional varia-

bles f2̂ and f3̂
 are included in the truncated regressions for TRESET 

tests. Two TRESET tests are presented for the truncated regression 

model: TRESET1 and TRESET2. TRESET1 tests for misspecifica-

tion by testing the null hypothesis of no misspecification against the 

alternative hypothesis of misspecification by testing that the coeffi-

cient of f2̂ is zero. Similarly, TRESET2 tests for misspecification 

by testing the null hypothesis of no misspecification against the al-

ternative hypothesis of misspecification by testing that the coeffi-

cients of f2̂ and f3̂ are simultaneously equal to zero.  

VARIABLE DEFINITIONS 

HOURS = Wife’s hours of work in 1975 

KIDSLT6 = Number of children < 6 years old in household 

AGE = Woman's age in years 

EDUC = Wife’s educational attainment in years 

EXPER = Actual years of wife’s previous labor market experience 

The data characteristics are summarized in Table 1. 

 
Table 1: Summary Statistics: Labor Supply Data from Mroz (1987), 753 
Observations Source: 1976 Panel Study of Income Dynamics, Mroz (1987) 

Variable Observations Mean Std. Dev. Min Max 

HOURS 753 740.5764 871.3142 0 4950 

EDUC 753 12.28685 2.280246 5 17 
EXPER 753 10.63081 8.06913 0 45 

AGE 753 42.53785 8.072574 30 60 

KIDSLT6 753 0.2377158 0.523959 0 3 

 

Results of application of TRESET1 and TRESET2 to Mroz 

(1987) data on labor force participation 

Tables 2 and 3 below present the results of application of TRESET1 

and TRESET2 to Mroz (1987) data. At 5% significance level, 

TRESET1 rejects the null hypothesis H0 and confirms misspecifi-

cation while TRESET2 fails to reject the null hypothesis H0 and 

indicates no misspecification. This suggests that higher order non-

linear terms beyond the quadratic functions of explanatory variables 

are not likely to improve functional form specification. 

 
Table 2: Application of TRESET1 to Truncated Regression with Mroz Data 
Note: 325 Obs. Truncated. 

Variable Coefficient  Standard Error z-statistic p-value 

Intercept 4232.143 1242.292 3.41 0.001 

EDUC -58.84169 28.66519 -2.05 0.040 
EXPER 118.1376 37.19241 3.18 0.001 

AGE -58.45248 18.82623 -3.10 0.002 

KIDSLT6 -1028.744 319.3163 -3.22 0.001 

f2 -0.000745 0.0003766 -1.98 0.048 

 

TRESET1 = 2 (3394.9808 – 3392.9598) = 4.042, p-value (Prob > 

chi2 (1)) = 0.044381, significant at α = 0.05. 

 
Table 3: Application of TRESET2 to Truncated Regression with Mroz Data 
Note: 325 Obs. Truncated. 

Variable Coefficient  Standard Error z-statistic p-value 

Intercept 9804.668 4931.217 1.99 0.047 

EDUC -112.7685 54.62696 -2.06 0.039 
EXPER 234.6875 107.0877 2.19 0.028 

AGE -122.2268 58.03448 -2.11 0.035 

KIDSLT6 -2202.012 1059.947 -2.08 0.038 

f2 -0,004321 0.0030713 -1.41 0.159 

f3 0.0000011 0.000000936 1.18 0.239 

 

TRESET2 = 2(3394.9808 – 3392.2602) = 5.4412, p-value (Prob > 

chi2(2)) = 0.065835, not significant at α =0.05. 

4. Monte Carlo simulations 

This section presents results of simulation experiments on the em-

pirical size and power properties of TRESET1 and TRESET2 for 

the truncated regression model. 

Computation of Empirical Size 

TRESET1  

TRESET1 tests misspecification by testing the significance of f2î in 

equation (2) as follows. 

H0: γ1 = 0 (No misspecification) 

H1: γ1 ≠ 0, 

where γ1 is the coefficient of f2î in equation (2). 

In order to estimate the empirical size of the TRESET1 test, 1000 

samples of size 25, 100, 200, 500, and 1,000 on the variable y were 

generated under the null hypothesis H0 according to the following 

truncated regression model 

 

y∗ = x∗ − 6 + ε,  
 

where x∗~U(0,5) and ε~N(0,16). The sample on the right-hand 

side variable x* was generated according to the Uniform law U(0,5) 

and held fixed once it was generated. The truncated sample (x, y) 

was then generated by retaining only those (x*, y*) for which y *> 

0 and dropping the remaining cases.  

The model under the null hypothesis was model (1) assuming no 

misspecification so that no higher degree terms in x are needed. 

TRESET2  

TRESET2 tests misspecification by testing the joint significance of 

f2î and f3î in equation (3): 

H0: γ1 = γ2 = 0 

H1: γ1 ≠ 0 and/or γ2 ≠ 0, 

where γ1 is the coefficient of f2î in equation (2) and γ2 is the coef-

ficient of f3î in equation (3). 

Results on the empirical size properties of TRESET1 and 

TRESET2 are presented in Table 4. As the sample size increases, 

the empirical size of each of these tests approaches the nominal sig-

nificance level of 0.05. The empirical size of TRESET1 decreases 
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steadily from 0.34 to 0.084 as the sample size increases from 50 to 

1,000 with the sole exception of n = 1,000, when it increases to 

0.084 from 0.054. Similarly, the empirical size of TRESET2 de-

creases steadily from 0.27 to 0.066 as the sample size increases 

from 50 to 1,000 with the sole exception of n = 1,000, when it in-

creases to 0.066 from 0.046. Nevertheless, for both TRESET1 and 

TRESET2, the empirical size stays close to the nominal signifi-

cance level α = 0.05 for samples of size 100 or greater. Furthermore, 

in terms of empirical size, TRESET2 outperforms TRESET1 in that 

its empirical size is smaller than that of TRESET1 for all sample 

sizes and is closer to the actual size of the test relative to the empir-

ical size of TRESET1. 

 
Table 4: Empirical Size Properties of TRESET1 and TRESET2 for α = 0.05 

Sample Size 

(n) 

Empirical Size of 

TRESET1 

Empirical Size of 

TRESET 2 

50 0.34 0.27 

100 0.076 0.064 

200 0.068 0.058 

500 0.054 0.046 

1,000 0.084 0.066 

 

Computation of Empirical Power of TRESET1 and TRESET2 

TRESET1 

H0: γ1 = 0  

H1: γ1 ≠ 0, 

Where γ1 is the coefficient of f2î in equation (2). 

In order to compute empirical power for TRESET1, 1000 samples 

of sizes 50, 100, 200, 500, and 1,000 on the variable y were gener-

ated under the alternative hypothesis H1 according to the following 

truncated regression model 

 

y∗ = x∗ + 0.5x∗2
− 10 + ε,  

 

where x∗~U(0,5) and ε~N(0,16). the sample on the right-hand 

side variable x* was held fixed once it was generated. The truncated 

sample (x, y) was then generated by retaining only those (x*, y*) 

for which y *> 0 and dropping the remaining cases. The model un-

der the null hypothesis was model (1) assuming no misspecification 

so that no higher degree terms in x are needed. 

TRESET2 

TRESET2 tests misspecification by testing the joint significance of 

f2î and f3î in equation (3): 

H0: γ1 = γ2 = 0 

H1: H1: γ1 ≠ 0 and/or γ2 ≠ 0, 

Where γ1 is the coefficient of f2î in equation (2) and γ2 is the coef-

ficient of f3î in equation (3). 

In order to compute empirical power for TRESET2, 1000 samples 

of sizes 50, 100, 200, 500, and 1,000 on the variable y were gener-

ated under the alternative hypothesis H1 according to the following 

truncated regression model 

 

y∗ = x∗ + 0,2x∗2
+ 0.4x∗3

− 12 + ε,  
 

where x∗~U(0,5) and ε~N(0,16). the sample on the right-hand 

side variable x* was held fixed once it was generated. The truncated 

sample (x, y) was then generated by retaining only those (x*, y*) 

for which y *> 0 and dropping the remaining cases. The model un-

der the null hypothesis was model (1) assuming no misspecification 

so that no higher degree terms in x are needed. 

Results on the empirical power properties of TRESET1 and 

TRESET2 are presented in Table 5. The empirical power of 

TRESET1 increases steadily from 0.102 to 0.798 as the sample size 

increases from 50 to 1,000. The empirical power of TRESET2 in-

creases steadily from 0.156 to 1.0 as the sample size increases from 

50 to 1,000. Furthermore, the empirical power of TRESET2 is con-

sistently higher than that of TRESET1 for all sample sizes.  

 
 

 

Table 5: Empirical Power Properties of TRESET1 and TRESET2 for α = 

0.05 

Sample Size 

(n) 

Empirical Power of 

TRESET1 

Empirical Power of 

TRESET 2 

50 0.102 0.156 

100 0.122 0.294 
200 0.226 0.606 

500 0.472 0.968 

1,000 0.798 1.0 

 

It is apparent that TRESET2 outperforms TRESET1 for the trun-

cated regression model, both in terms of empirical size and power 

properties.  

5. Conclusion 

Motivated by the computational convenience and good statistical 

properties of the regression error specification tests (RESET) for 

misspecification in linear regression model, this paper has devel-

oped two versions of the RESET for the truncated regression model: 

TRESET1 and TRESET2. The tests were applied to Mroz (1987) 

data on labor force participation and their properties were studied 

via simulation experiments. Our results suggest that the empirical 

size for each test is very close to the nominated significance level. 

Furthermore, both tests have reasonable power properties in me-

dium to large samples although TRESET2 outperforms TRESET1 

both in terms of empirical size and empirical power in medium to 

large samples. These tests are computationally convenient and re-

quire only the predicted value of the dependent variable y under 

truncation and the maximum values of the log-likelihood functions 

under the null and alternative hypotheses, which can be easily com-

puted using common econometric and statistical software packages. 

Routine use of TRESET1 and TRESET2 for detecting misspecifi-

cation can lead to potential improvements in the fitted truncated re-

gression models. If misspecification is confirmed, model perfor-

mance may be improved by including higher degree polynomials of 

predictor variables or by using semi-parametric models, such as the 

generalized additive models (Hastie and Tibshirani (1990)). 
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