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Abstract 
 

Multiple-Input Multiple-Output (MIMO) technology has attracted great attention in many wireless communication systems. It provides 

significant enhancement in the spectral efficiency, throughput, and link reliability. There are numerous MIMO signal detection tech-

niques that have been studied in the previous decades such as Maximum Likelihood (ML), Zero Forcing (ZF), Minimum Mean Square 

Error (MMSE) detectors, etc. It is well known that the additive and multiplicative noise in the information signal can significantly de-

grade the performance of MIMO detectors. During the last few years, the noise problem has been the focus of much research, and its 

solution could lead to profound improvements in symbol error rate performance of the MIMO detectors. In this paper, ML, ZF, and 

MMSE based wavelet de-noising detectors are proposed. In these techniques, the noise contaminated signals from each receiving antenna 

element are de-noised individually in parallel to boost the SNR of each branch. The de-noised signals are applied directly to the desired 

signal detector. The simulation results revealed that the proposed detectors constructed on de-noising basis achieve better symbol error 

rate (SER) performance than that of systems currently in use. 
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1. Introduction 

MIMO detection is one of the most studied themes in wireless 

communication systems. MIMO detection has been a vital area of 

research because of its significance in applications such as: wire-

less communications, smart antennas, and radar systems. Great 

efforts are exerted in the field of performance enhancement of 

MIMO detectors in terms of symbol error rate (SER) and com-

plexity. Mixing different types of MIMO detectors in one tech-

nique is one of the most followed trends nowadays. In [1], a low 

complexity MIMO detection technique based on a hybrid combi-

nation between ZF, ML, and SIC is introduced. This technique has 

provided much better performance than the individual ZF and SIC. 

Linear detectors, for the most part taking into account the zero-

forcing or minimum mean squared error criteria, are low in com-

plexity yet poor in symbol error rate performance. Ordered suc-

cessive interference cancelation detectors, which extricate the 

transmitted symbols one-by one according to the post-detection 

signal-to-noise ratio (SNR) and perform successive interference 

elimination, can accomplish better error-rate performance with 

increased complexity. Nevertheless, there is still a big perfor-

mance crevice between these suboptimal detectors and the Maxi-

mum Likelihood one [2]. 

It is well known that the additive and multiplicative noise in the 

information signal can significantly degrade the performance of 

MIMO detectors. During the last few years, the noise problem has 

been the focus of much research, and its solution could lead to 

profound improvements in error rate performance of the MIMO 

detectors. The challenging goal of the signal de-noising process is 

to recover the desired signal from its noisy version. 

In this paper, ML, ZF, and MMSE based wavelet de-noising de-

tectors are proposed. In these techniques, the noise contaminated 

signals from each receiving antenna element are de-noised indi-

vidually in parallel to boost the SNR of each branch. The de-

noised signals are applied directly to the desired signal detector. 

2. MIMO signal model 

Multiple-Input Multiple-Output wireless systems utilize numerous 

transmit and receive antennas to increase the transmission data 

rate through spatial multiplexing or to enhance the system reliabil-

ity as far as bit error rate (BER) performance utilizing space-time 

codes (STCs) for diversity maximization. MIMO systems abuse 

multipath propagation to accomplish these advantages, without the 

cost of extra bandwidth. Consider a NR×NT MIMO system; the 

received signal y can be expressed as; 

 

y = Hx + n                                                                                    (1) 

 

Which can be represented in matrix form as takes after; 

 

[

y1

y2

⋮
yNR

] =

[
 
 
 
h11 h12 … h1NT

h21 h22 h2NT

 ⋮  ⋱ ⋮
hNR1 hNR2 hNRNT]

 
 
 

[

x1

x2

⋮
xNT

] +[

n1

n2

⋮
nNR

]                           (2) 

 

Where  NT  represents the number of transmitting antennas, NR 

represents the number of receiving antennas where NR > NT. y is 

the NR×1 received signal vector which can be expressed as y =
[y1y2  ………… . yNR

 ]T . H denotes the NR×NT  channel matrix 

whose elements h(i, j) represent the flat fading complex channel 

response from thejth transmitting antenna to the ith receiving an-

tenna. x Denotes the spatially multiplexed data symbols emitted 
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from the transmitting antennas such x = [x1x2 …… . xNT

]T . And 

nis anNR×1 complex additive white Gaussian noise vector with 

zero mean and variance σn. 

3. MIMO detectors 

In this section, the data detection problem for MIMO system and 

several detection algorithms are presented. 

3.1. Maximum likelihood detector 

ML detection ascertains the Euclidean separation distance be-

tween the received signal vector and the result of all conceivable 

transmitted signal vectors with the given channel H, and finds the 

one with the minimum distance [3]. Let Cand NT denote a set of 

signal constellation symbol points and a number of transmit an-

tennas, respectively. At that point, ML detection determines the 

estimate of the transmitted signal vector xas 

 

x̂ = argmin 
X∊XN

‖y −  Hx‖2                                                               (3) 

 

Where ‖y −  Hx‖2compares to the ML metric. The ML technique 

accomplishes the optimal performance as the most extreme a pos-

teriori (MAP) detection when all the transmitted vectors are simi-

larly likely [4]. However, its complexity increments exponentially 

as modulation order and/or the number of transmit antennas in-

crease [4]. The required number of ML metric calculation is 

|C|NT  , that is, the complexity of metric calculation exponentially 

increases with the number of antennas.  

3.2. Zero forcing detector 

Zero-Forcing detector is one of the most commonly used linear 

detectors as it has low complexity which gives the estimate of x as 

[3]: 

 

x̂zf = Wzfy =  x + (HHH)−1HHn = x + ẑzf                                    (4) 

 

The detector thus forces the interference to zero. The matrix Wzf 

nullifying the interference is  

 

Wzf = (HHH)−1HH                                                                        (5) 

 

Thus the processed noise is n̂zf = Wzf n = (HHH)−1HH n . Here 

H (. ) denotesthe Hermitian transpose operation.ZF detection algo-

rithm is a linear detection algorithm since it carries on a linear 

filter separating different data streams to perform decoding auton-

omously on every stream, therefore eliminating the multi-stream 

interference [3]. The drawback of ZF detection is retarded BER 

performance due to noise enhancement [3]. The additive white 

Gaussian noise (AWGN) n loses its whiteness property. It is en-

hanced and correlated across the data streams.As the SNR increas-

es, ZF solution x̂ turns out to will probably match with the ML 

solution vector. 

3.3. Minimum mean square error detector 

MMSE detector estimates the transmitted vector x by applying the 

linear transformation to the received vector y. It finds out the es-

timate x̂MMSEof the transmitted symbol vector x as [3]: 

 

x̂MMSE =  WMMSE y 

 

= (HHH + σn
2I)−1HHy 

 

= x̂ + (HHH + σn
2I)−1HHn 

 

= x̂ + n̂MMSE                                                                                 (6) 

 

The MMSE weighting matrix WMMSE is used to maximize the 

post-detection signal-to-interference plus noise ratio (SINR) [3]. 

Furthermore, MMSE receiver requires the statistical information 

of noise σn
2  . MMSE detectors balance the noise enhancement 

and multi-stream interference by minimizing the total error. Its 

BER performance is superior to ZF detection due to mitigating the 

noise enhancement. 

4. Wavelet de-noising of MIMO signal 

Removing noise from the signal is the key idea that can be 

achieved via Wavelet de-noising. Wavelet is a wave-like variation 

with the ability of representing a signal in the time-frequency 

plane. This variation or oscillation has amplitude that varies start-

ing from a zero level, and then it increases or decreases incremen-

tally, and finally back gradually to zero. Wavelet possess specific 

properties which fit them to digital signal processing. Moreover, 

they are considered as a mathematical tool for analyzing time-

variant signals or transient phenomena. Wavelet based de-noising 

filters may be implemented via various methods. Discrete Wavelet 

Transform (DWT) is one common method. The wavelet theory is 

based on representing a general function using an infinite series 

expansion in terms of a basic mother wavelet functionψ [5]. The 

technique which is examined in this paper is Wavelet de-noising 

by Thresholding.  

Let yibe the received signal at each antenna element at the receiv-

ing end that is contaminated by additive white Gaussian noise ni 

with varianceσn
2 as expressed in Eq.2. Hence yi can be represent-

ed as: 

 

 yi = ∑ hij
NT
j=1 xj + σnni , (i = 1,2,… , NR)                                    (7) 

 

The main target is to find a function ffrom the noisy signal yithat 

satisfies: 

 

f̂i = min
f̂i

‖f̂i − fi‖2                                                                        (8) 

 

Where fi = ∑ hij
NT
j=1 xj which in practice is unknown function. f̂iis 

the estimation of yi  such that f̂i = f̂i(yi). If Ckm  are the wavelet 

coefficients ofyi, where k denotes the decomposition level and m 

is the index of the coefficient in this level. Then the transformation 

of Eq. (7) in the wavelet domain can be expressed as in [6, 7]: 

 

Ckm =  wkm + σnũkm                                                                  (9) 

 

Where  Ckm = Wyi
T are considered the wavelet coefficients of 

yi,wkm = Wfi
T

 which represent the uncontaminated wavelet coef-

ficients of the functionfi , ũkm = Wni
T  , W denotes a K×K  Dis-

crete Wavelet Transform (DWT) matrix. The wavelet coefficients 

can be divided to approximations and detail coefficients. Some of 

these coefficients belonged to a distorted version of the matrix. So, 

to recover the function (f̂i) from the noisy signal yi , firstly obtain-

ing its clear coefficients. These desired coefficients can be ob-

tained by deleting the coefficients that have small magnitude as 

they represent pure noise. This process is called Wavelet Thresh-

olding.  

Wavelet thresholding method is applied just to the detail coeffi-

cients dkmof Ckm , and it isn’t necessary to be applied on the ap-

proximation coefficients ckm , since the ckm  represent ‘low-

frequency’ terms that usually include important information of the 

data. Also, the approximation coefficients aren’t sensitive to noise. 

The thresholding concept can be described as; the process of zero-

ing all the coefficients whose magnitude values are less than a 

certain threshold λ, and keeping or modifying the other coeffi-

cients [6]. The wavelet thresholding operation can be represented 

as a diagonal filtering operation in the wavelet domain. 



International Journal of Engineering & Technology 133 

 
Next, the thresholded wavelet coefficients values will be obtained 

in two methods. The first one is the Hard Thresholding, and its 

equation is as described as in [6]:  

h(dkm) = {
0, if |dkm|  ≤ λ 

dkm , if |dkm| > λ
                                                     (10) 

 

While, the other one is the Soft Thresholding, and its equation is 

as described: 

 

h(dkm) = {
 0, if |dkm|  ≤ λ

dkm − λ, if dkm > λ
dkm + λ, if dkm < −λ

                                              (11) 

 

Hard thresholding nulls out all the coefficients values smaller 

thanλ. If the magnitude of a coefficient is only somewhat less 

thanλ , then this value is set to zero, while a coefficient whose 

magnitude is only slightly greater than λ is kept unchanged. So, 

hard thresholding creates discontinuities and it is not suitable for 

removing the noise. Soft thresholding or the kill follows the same 

manner of hard threshold, but, subtracts λfrom the values larger 

thanλ. Unlike hard thresholding, soft thresholding causes continui-

ties in the resulting signal [6]. 

According to Donoho, David L’s method [6, 8, and 9], the thresh-

old estimates λ for denoising the signal is given by: 

 

λ=σn√2 log (K)                                                                          (12) 

 

This threshold rule called universal threshold (VisuShrink), 

whereK is the number of samples. Also, the computed thresholds 

require knowledge of the noise variance σn which can be calculat-

ed as shown below [6] [10]: 

 

σn =
median({|dK−1,m|}∶ m=0,1,…..,2K−1−1

0.6745
                                          (13) 

 

Where the factor in the denominator is the scale factor which de-

pends on the distribution of dkm, and is equal to 0.6745 for nor-

mally distributed data. Finally, estimate the desired signal using 

inverse discrete wavelet transform (IDWT). 

5. Proposed MIMO detection techniques 

MIMO technology has pulled in extraordinary consideration in 

numerous wireless communication systems. It provides significant 

enhancement in the spectral efficiency, throughput, and link relia-

bility. There are numerous MIMO signal detection techniques that 

have been studied in the previous decades such as Maximum Like-

lihood (ML), Zero Forcing (ZF), Minimum Mean Square Error 

(MMSE) detector, etc. It is well known that the additive and mul-

tiplicative noise in the information signal can significantly de-

grades the performance of MIMO detectors. During the last few 

years the noise problem has been the focus of much research, and 

its solution could lead to profound improvements in error rate 

performance of the MIMO detectors. In this paper, ML, ZF, and 

MMSE based wavelet de-noising detectors are proposed. In these 

techniques, the noise contaminated signals from each receiving 

antenna element are de-noised individually in parallel to boost the 

SNR of each branch. In this work, the Wavelet de-noising filter is 

utilized to remove the noise from the received signals. The de-

noised signals are applied directly to the desired signal detector as 

shown in figure 1. 

 

 

 
Fig .1: The Block Diagram of the Proposed MIMO Detector. 

6. Simulation results 

In the previous sections, several MIMO detection algorithms are 

introduced. All of these algorithms are analyzed with realistic 

channel knowledge at both transmitting and receiving ends. Con-

sider an NT×NRMIMO channel model where NT = 4 and NR =
12 are the number of transmitting and receiving antennas respec-

tively. A 4-QAM modulated signal is utilized. The symbol error 

rate (SER) performance of the proposed detectors are measured 

over SNR range from −12dB to0 dB. SER performance compari-

son of the classical ML, ZF, and MMSE detectors and the pro-

posed detectors are introduced.Figure (2), figure (3), and figure (4), 

show the SER performances of the proposed ML detector, ZF 

detector, and MMSE detector based on wavelet de-noising versus 

the classical ML detector, ZF detector, and MMSE detector for a 

4×12 MIMO system with 4-QAM modulation. It is clear from the 

comparisons that the proposed techniques provide better perfor-

mance than the classical detectors.  

 

 
Fig. 2: Comparison between the Proposed ML Detector Based on Wavelet 
De-Noising and the Classical ML Detector. 

 

 
Fig. 3: Comparison between the Proposed ZF Detector Based on Wavelet 
De-Noising and the Classical ZF Detector. 
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Fig. 4: Comparison between the Proposed MMSE Detector Based on 
Wavelet De-Noising and the Classical MMSE Detector. 

7. Conclusion 

During the last few years, the noise problem has been the focus of 

much research, and its solution could lead to profound improve-

ments in error rate performance of the MIMO detectors. In this 

paper, ML, ZF, and MMSE based wavelet de-noising detectors are 

proposed. In these techniques, the noise contaminated signals from 

each receiving antenna element are de-noised individually in par-

allel to boost the SNR of each branch. The de-noised signals are 

applied directly to the desired signal detector. The proposed algo-

rithms are analyzed with realistic channel knowledge at both 

transmitting and receiving ends. Consider an NT×NRMIMO chan-

nel model where NT = 4 and NR = 12 are the number of transmit-

ting and receiving antennas respectively. A 4-QAM modulated 

signal is utilized. The simulation results revealed that the proposed 

detectors outstand the classical detectors performance. 
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